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This paper provides a comprehensive survey of the technical achievements in the
research area of image retrieval, especially content-based image retrieval, an area that
has been so active and prosperous in the past few years. The survey includes 100+
papers covering the research aspects of image feature representation and extraction,
multidimensional indexing, and system design, three of the fundamental bases of
content-based image retrieval. Furthermore, based on the state-of-the-art technology
available now and the demand from real-world applications, open research issues are
identified and future promising research directions are suggestems Academic Press

1. INTRODUCTION

Recent years have seen arapid increase in the size of digital image collections. Every
both military and civilian equipment generates giga-bytes of images. A huge amoun
information is out there. However, we cannot access or make use of the information un
itis organized so as to allow efficient browsing, searching, and retrieval. Image retrieval
been a very active research area since the 1970s, with the thrust from two major rese
communities, database management and computer vision. These two research commu
study image retrieval from different angles, one being text-based and the other visual-ba

The text-based image retrieval can be traced back to the late 1970s. A very popular fre
work of image retrieval then was to first annotate the images by text and then use text-b
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database management systems (DBMS) to perform image retrieval. Representatives o
approach are [20, 21, 24, 26]. Two comprehensive surveys on this topic are [157, 25]. M
advances, such as data modeling, multidimensional indexing, and query evaluation, |
been made along this research direction. However, there exist two major difficulties, e
cially when the size of image collections is large (tens or hundreds of thousands). On
the vast amount of labor required in manual image annotation. The other difficulty, whi
is more essential, results from the rich content in the images and the subjectivity of hur
perception. That is, for the same image content different people may perceive it diff
ently. The perception subjectivity and annotation impreciseness may cause unrecovel
mismatches in later retrieval processes.

In the early 1990s, because of the emergence of large-scale image collections, the
difficulties faced by the manual annotation approach became more and more acute
overcome these difficulties, content-based image retrieval was proposed. That is, inste:
being manually annotated by text-based key words, images would be indexed by their
visual content, such as color and texture. Since then, many techniques in this research c
tion have been developed and many image retrieval systems, both research and comme
have been built. The advances in this research direction are mainly contributed by the ¢
puter vision community. Many special issues of leading journals have been dedicate
this topic [55, 105, 97, 4, 130].

This approach has established a general framework of image retrieval from a new pers
tive. However, there are still many open research issues to be solved before such retr
systems can be put into practice. Regarding content-based image retrieval, we feel the
a need to survey what has been achieved in the past few years and what are the pot
research directions which can lead to compelling applications.

Since excellent surveys for text-based image retrieval paradigms already exist [157,
in this paper we will devote our effort primarily to the content-based image retriev
paradigm. There are three fundamental bases for content-based image retrieval, i.e. v
feature extraction, multidimensional indexing, and retrieval system design. The remain
of this paper is organized as follows. In Section 2, we review various visual features
their corresponding representation and matching techniques. To facilitate fast searc
large-scale image collections, effective indexing techniques need to be explored. Secti
evaluates various such techniques, including dimension reduction and multidimensic
indexing. State-of-the-art commercial and research systems and their distinct charact
tics are described in Section 4. Based on the current situation and what is demanded-
real-world applications, promising future research directions and suggested approache
presented in Section 5. Section 6 gives some concluding remarks.

2. FEATURE EXTRACTION

Feature (content) extraction is the basis of content-based image retrieval. In a br
sense, features may include both text-based features (key words, annotations) and v
features (color, texture, shape, faces). However, since there already exists rich litere
on text-based feature extraction in the DBMS and information retrieval research comr
nities, we will confine ourselves to the techniques of visual feature extraction. Within t
visual feature scope, the features can be further classified as general features and do
specific features. The former include color, texture, and shape features while the latte
application-dependent and may include, for example, human faces and finger prints.
domain-specific features are better covered in pattern recognition literature and may invi
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much domain knowledge which we will not have enough space to cover in this paper. Th
fore, the remainder of the section will concentrate on those general features which ca
used in most applications.

Because of perception subjectivity, there does not exist a single best presentation
given feature. As we will see soon, for any given feature there exist multiple representati
which characterize the feature from different perspectives.

2.1. Color

The color feature is one of the most widely used visual features in image retrieval. |
relatively robust to background complication and independent of image size and oriel
tion. Some representative studies of color perception and color spaces can be found ir
95, 163].

In image retrieval, the color histogram is the most commonly used color feature ref
sentation. Statistically, it denotes the joint probability of the intensities of the three co
channels. Swain and Ballard proposed histogram intersectidn, metric, as the similarity
measure for the color histogram [152]. To take into account the similarities between sim
but not identical colors, loka [68] and Niblaek al. [99] introduced arl,-related metric
in comparing the histograms. Furthermore, considering that most color histograms are !
sparse and thus sensitive to noise, Stricker and Orengo proposed using the cumulated
histogram. Their research results demonstrated the advantages of the proposed app
over the conventional color histogram approach [151].

Besides the color histogram, several other color feature representations have been ag
in image retrieval, including color moments and color sets. To overcome the quantizat
effects, as in the color histogram, Stricker and Orengo proposed using the color mom
approach [151]. The mathematical foundation of this approach is that any color distribut
can be characterized by its moments. Furthermore, since most of the information is con
trated on the low-order moments, only the first moment (mean), and the second and 1
central moments (variance and skewness) were extracted as the color feature represen
Weighted Euclidean distance was used to calculate the color similarity.

To facilitate fast search over large-scale image collections, Smith and Chang propc
color sets as an approximation to the color histogram [139, 140]. They first transformed
(R, G, B) color space into a perceptually uniform space, such as HSV, and then quant
the transformed color space intb bins. A color set is defined as a selection of colors fron
the quantized color space. Because color set feature vectors were binary, a binary st
tree was constructed to allow a fast search. The relationship between the proposed
sets and the conventional color histogram was further discussed [139, 140].

2.2. Texture

Texture refers to the visual patterns that have properties of homogeneity that do no
sult from the presence of only a single color or intensity [141]. It is an innate property
virtually all surfaces, including clouds, trees, bricks, hair, and fabric. It contains importz
information about the structural arrangement of surfaces and their relationship to the
rounding environment [59]. Because of its importance and usefulness in pattern recogni
and computer vision, there are rich research results from the past three decades. N
further finds its way into image retrieval. More and more research achievements are b
added to it.
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In the early 1970s, Haralickt al. proposed the co-occurrence matrix representation ¢
texture features [59]. This approach explored the gray level spatial dependence of textul
first constructed a co-occurrence matrix based on the orientation and distance betweenii
pixels and then extracted meaningful statistics from the matrix as the texture representa
Many other researchers followed the same line and further proposed enhanced vers
For example, Gotlieb and Kreyszig studied the statistics originally proposed in [59] a
experimentally found out thatontrast inverse deference momemind entropy had the
biggest discriminatory power [52].

Motivated by the psychological studies in human visual perception of texture, Tamt
et al. explored the texture representation from a different angle [156]. They develor
computational approximations to the visual texture properties found to be importantin p
chology studies. The six visual texture properties ver@senessontrast directionality,
linelikenessregularity, androughnessOne major distinction between the Tamura texture
representation and the co-occurrence matrix representation is that all the texture prope
in Tamura representation are visually meaningful, whereas some of the texture prope
used in co-occurrence matrix representation may not be (for example, entropy). This ¢
acteristic makes the Tamura texture representation very attractive in image retrieval,
can provide a more user-friendly interface. The QBIC system [44] and the MARS syst
[64, 102] further improved this texture representation.

In the early 1990s, after the wavelet transform was introduced and its theoretical fra
work was established, many researchers began to study the use of the wavelet transfo
texture representation [138, 31, 73, 54, 72, 159]. In [138, 141], Smith and Chang used
statistics (mean and variance) extracted from the wavelet subbands as the texture repr
tation. This approach achieved over 90% accuracy on the 112 Brodatz texture images
explore the middle-band characteristics, a tree-structured wavelet transform was use
Chang and Kuo in[31] to further improve the classification accuracy. The wavelet transfc
was also combined with other techniques to achieve better performancee@Gabased the
wavelet transform, together with KL expansion and Kohonen maps, to perform texture ai
ysis in [54]. Thyagarajaat al.[159] and Kundtet al.[72] combined the wavelet transform
with a co-occurrence matrix to take advantage of both statistics-based and transform-b
texture analyses.

There also were quite a few review papers in this area. An early review paper, by Wes
et al, compared the texture classification performance of Fourier power spectrum, secc
order gray level statistics (co-occurrence matrix), and first-order statistics of gray le
differences [165]. They tested the three methods on two sets of terrain samples and
cluded that the Fourier method performed poorly while the other two were comparable
[100], Ohanian and Dubes compared and evaluated four types of texture representat
namely Markov random field representation [40], multichannel filtering representatic
fractal-based representation [107], and co-occurrence representation. They tested the
texture representations on four test sets, with two being synthetic (fractal and Gaus
Markov random field) and two being natural (leather and painted surfaces). They fot
that co-occurrence matrix representation performed best in their test sets. In a more re
paper [82], Ma and Manjunath evaluated the texture image annotation by various wav
transform representations, including orthogonal and bi-orthogonal wavelet transforms,
tree-structured wavelet transform, and the Gabor wavelet transform. They found that
Gabor transform was the best among the tested candidates which matched human v
study results [141].
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2.3. Shape

In image retrieval, depending on the applications, some require the shape represent
to be invariant to translation, rotation, and scaling, while others do not. Obviously, i
representation satisfies the former requirement, it will satisfy the latter as well. Therefc
in the following we will focus on shape representations that are transformation invariar

In general, the shape representations can be divided into two categories, boundary-t
and region-based. The former uses only the outer boundary of the shape while the latter
the entire shape region [125]. The most successful representatives for these two categ
are Fourier descriptor and moment invariants.

The main idea of a Fourier descriptor is to use the Fourier transformed boundary
the shape feature. Some early work can be found in [170, 108]. To take into account
digitization noise in the image domain, Reti al. proposed a modified Fourier descriptor
which is both robust to noise and invariant to geometric transformations [125].

The main idea of moment invariants is to use region-based moments which are invar
to transformations, as the shape feature. In [62], Hu identified seven such moments. B
on his work, many improved versions emerged. In [169], based on the discrete versio
Green'’s theorem, Yang and Albregtsen proposed a fast method of computing momen
binary images. Motivated by the fact that most useful invariants were found by extens
experience and trial-and-error, Kaptal. developed algorithms to systematically generate
and search for a given geometry’s invariants [71]. Realizing that most researchers
not consider what happened to the invariants after image digitization, Gross and Lat
developed an approach which preserved the qualitative differential geometry of the ob
boundary, even after an image was digitized [71]. In [36, 75], a framework of algebr:
curves and invariants is proposed to represent complex objects in a cluttered scene by
or patches. Polynomial fitting is done to represent local geometric information, from whi
geometric invariants are used in object matching and recognition.

Some recent work in shape representation and matching includes the finite eler
method (FEM) [106], the turning function [9], and the wavelet descriptor [35]. The FEI
defines a stiffness matrix which describes how each point on the object is connected tc
other points. The eigenvectors of the stiffness matrix are called modes and span a fe:
space. All the shapes are first mapped into this space and similarity is then computed b
on the eigenvalues. Along a similar line of the Fourier descriptor, Aekial. developed
aturning functionbased method for comparing both convex and concave polygons [9].
[35], Chuang and Kuo used the wavelet transform to describe object shape. It embrace
desirable properties such as multiresolution representation, invariance, uniqueness, sta
and spatial localization. For shape matching, chamfer matching attracted much rese
attention. Barrowet al. first proposed the chamfer matching technique which compare
two collections of shape fragments at a cost proportional to the linear dimension, rat
thanarea[12].In[15], to further speed up the chamfer matching process, Borgerfos prope
a hierarchical chamfer matching algorithm. The matching was done at different resolutic
from coarse to fine.

Some recent review papers in shape representations are [77, 93]. In [77], Li and
showed that the geometric moments method (region-based) and the Fourier descr
(boundary-based) were related by a simple linear transformation. In [93], &ath.com-
pared the performance of boundary-based representations (chain code, Fourier des
tor, UNL Fourier descriptor), region-based representations (moment invariants, Zerr
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moments, pseudo-Zernike moments), and combined representations (moment invar
and Fourier descriptor, moment invariants and UNL Fourier descriptor). Their experime
showed that the combined representations outperformed the simple representations.

In addition to 2D shape representations, there were many methods developed for
shape representations. In [161], Wallace and Wintz presented a technique for normali
Fourier descriptors which retained all shape information and was computationally efficie
They also took advantage of an interpolation property of Fourier descriptor which resul
in efficient representation of 3D shapes. In [160], Wallace and Mitchell proposed usi
a hybrid structural/statistical local shape analysis algorithm for 3D shape representat
Further, Taubin proposed using a set of algebraic moment invariants to represent |
2D and 3D shapes [158], which greatly reduced the computation required for sh
matching.

2.4. Color Layout

Although the global color feature is simple to calculate and can provide reasona
discriminating power in image retrieval, it tends to give too many false positives when t
image collection is large. Many research results suggested that using color layout (!
color feature and spatial relations) is a better solution to image retrieval. To extend
global color feature to a local one, a natural approach is to divide the whole image il
subblocks and extract color features from each of the subblocks [46, 34]. A variation
this approach is the quadtree-based color layout approach [80], where the entire image
split into a quadtree structure and each tree branch had its own histogram to describ
color content. Although conceptually simple, this regular subblock-based approach cat
provide accurate local color information and is computation- and storage-expensive. A v
sophisticated approach is to segment the image into regions with salient color feature
color set back-projection and then to store the position and color set feature of each re
to support later queries [139]. The advantage of this approach is its accuracy while
disadvantage is the general difficult problem of reliable image segmentation.

To achieve a good trade-off between the above two approaches, several other color
out representations were proposed. In [116], Rickman and Stonham proposed a color t
histogram approach. They first constructed a code book which described every pos:
combination of coarsely quantized color hues that might be encountered within local
gions in an image. Then a histogram based on quantized hues was constructed as the
color feature. In [150], Stricker and Dimai extracted the first three color moments frc
five predefined partially overlapping fuzzy regions. The usage of the overlapping reg
made their approach relatively insensitive to small region transformations. In [104], P
et al. classified each pixel of a particular color as either coherent or incoherent, basec
whether or not it is part of a large similarly colored region. By using this approach, wide
scattered pixels were distinguished from clustered pixels, thus improving the represe
tion of local color features. In [63], Huareg al. proposed a color correlogram-based color
layout representation. They first constructed a color co-occurrence matrix and then use
auto-correlogram and correlogram as the similarity measures. Their experimental res
showed that this approach was more robust than the conventional color histogram appr
in terms of retrieval accuracy [63].

Along the same line of the color layout feature, the layout of texture and other vist
features can also be constructed to facilitate more advanced image retrieval.
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2.5. Segmentation

Segmentation is very important to image retrieval. Both the shape feature and the la:
feature depend on good segmentation. In this subsection we will describe some exis
segmentation techniques used in both computer vision and image retrieval.

In [81], Lybanonet al. researched a morphological operation (opening and closin
approach in image segmentation. They tested their approach in various types of ima
including optical astronomical images, infrared ocean images, and magnetograms. W\
this approach was effective in dealing with the above scientific image types, its performa
needs to be further evaluated for more complex natural scene images. In [58], Hanser
Higgins exploited the individual strengths of watershed analysis and relaxation labeli
Since fast algorithm exists for the watershed method, they first used the watershe
subdivide an image into catchmen basins. They then used relaxation labeling to refine
update the classification of catchment basins initially obtained from the watershed to t
advantage of the relaxation labeling’s robustness to noise. In [78{ dliproposed a fuzzy
entropy-based segmentation approach. This approach is based on the fact that local er
maxima correspond to the uncertainties among various regions in the image. This appr
was very effective for images whose histograms do not have clear peaks and valleys. C
segmentation techniques based on Delaunay triangulation, fractals, and edge flow ce
found in [50, 134, 85].

All the above-mentioned algorithms are automatic. A major advantage of this type of s
mentation algorithms is that it can extract boundaries from a large number of images witt
occupying human time and effort. However, in an unconstrained domain, for nonprecol
tioned images, the automatic segmentation is not always reliable. What an algorithm
segment in this case is only regions, but not objects. To obtain high-level objects, whic
desirable in image retrieval, human assistance is needed.

In [128], Samadani and Han proposed a computer-assisted boundary extraction appre
which combined manual inputs from the user with the image edges generated by the c
puter. In[41], Daneelst al.developed an improved method of active contours. Based on t
user’s input, the algorithm first used a greedy procedure to provide fast initial converger
Second, the outline was refined by using dynamic programming. In [124}tRali pro-
posed a segmentation algorithm based on clustering and grouping in spatial-color—te»
space. The user defines where the attractor (object of interest) is, and the algorithm gr
regions into meaningful objects.

One last comment worth mentioning in segmentation is that the requirements of segn
tation accuracy are quite different for shape features and layout features. For the forl
accurate segmentation is highly desirable while for the latter, a coarse segmentation
suffice.

2.6. Summary

As we can see from the above descriptions, many visual features have been explored,
previously in computer vision applications and currently inimage retrieval applications. F
each visual feature, there exist multiple representations which model the human percej
of that feature from different perspectives.

What features and representations should be used in image retrieval is applicatior
pendent. There is a need of developing an image content description (model) to orga
the features. The features should not only be just associated with the images, but also
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should be invoked at the right place and the right time, whenever they are needed to a
retrieval. Such research effort has taken place. MPEG has started a new work item ce
MPEG-7, whose formal name is multimedia content description interface [2, 1, 5, 12
It will specify a standard set of descriptors (feature representations) that can be use
describe various types of multimedia information. The descriptions shall be associated \
the content itself, to allow fast and efficient searching for information of a user’s need [:

3. HIGH DIMENSIONAL INDEXING

To make the content-based image retrieval truly scalable to large size image collecti
efficient multidimensional indexing techniques need to be explored. There are two m
challenges in such an exploration for image retrieval:

¢ High dimensionalityThe dimensionality of the feature vectors is normally of the
order of 1G.

* Non-Euclidean similarity measur&ince Euclidean measure may not effectively
simulate human perception of a certain visual content, various other similarity measu
such as histogram intersection, cosine, correlation, need to be supported.

Towards solving these problems, one promising approach is to first perform dimens
reduction and then to use appropriate multidimensional indexing techniques, which
capable of supporting non-Euclidean similarity measures.

3.1. Dimension Reduction

Even though the dimension of the feature vectors in image retrieval is normally very hi
theembedded dimensig@much lower [166, 167]. Before we utilize any indexing technique
it is beneficial to first perform dimension reduction. At least two approaches have appes
in the literature, i.e. Karhunen-Loeve transform (KLT) and column-wise clustering.

KLT and its variation in face recognition, eigenimage, and its variation in informatio
analysis, principal component analysis (PCA), have been studied by researchers in
forming dimension reduction. In [98], Ng and Sedighian followed the eigenimage approz
to carry out the dimension reduction, and in [47] Faloutsos and Lin proposed a fast
proximation to KLT to perform the dimension reduction. Experimental results from the
research showed that most real data sets (visual feature vectors) can be considerably re
in dimension without significant degradation in retrieval quality [98, 47, 167]. Recentl
Chandrasekaraet al. developed a low-rank singular value decomposition (SVD) updat
algorithm which was efficient and numerically stable in performing KLT [19]. Considerin
that the image retrieval system is a dynamic system and new images are continuously a
to the image collection, a dynamic update of indexing structure is indispensably neec
This algorithm provides such a tool.

In addition to KLT, clustering is another powerful tool in performing dimension reductior
The clustering technique is used in various disciplines such as pattern recognition [-
speech analysis [115], and information retrieval [127]. Normally it is used to cluster simil
objects (patterns, signals, and documents) together to perform recognition or group
This type of clustering is called row-wise clustering. However, clustering can also be u
column-wise to reduce the dimensionality of the feature space [127]. Experiments st
that this is a simple and effective approach.
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One thing worth pointing out is that blind dimension reduction can be dangerous, sil
information can be lost if the reduction is below the embedded dimension. To avoid blind
mension reduction, a postverification stage is needed. Among different approaches, Fis
discriminant analysis can provide useful guidance [138].

3.2. Multidimensional Indexing Techniques

After we identify theembedded dimensiafithe feature vectors, we need to select appro
priate multidimensional indexing algorithms to index the reduced but still high dimensior
feature vectors. There are three major research communities contributing in this area
computational geometry, database management, and pattern recognition. The existing
lar multidimensional indexing techniques include the bucketing algorithm, k-d tree, prior
k-d tree [167], quad-tree, K-D-B tree, hB-tree, R-tree and its variRritsree andR*-tree
[57, 132, 53, 13, 118]. In addition to the above approaches, clustering and neural r
widely used in pattern recognition, are also promising indexing techniques [43, 171].

The history of multidimensional indexing techniques can be traced back to the mid
1970s, when cell methods, quad-tree, and k-d tree were first introduced. However, t
performances were far from satisfactory. Pushed by then urgent demand of spatial inde
from GIS and CAD systems, Guttman proposed the R-tree indexing structure in 1984 [!
Based on his work, many other variants of R-tree were developed. &alliproposedr™
tree in [132]. Greene proposed her variant of R-tree in [53]. In 1990, Beckman and Krie
proposed the best dynamic R-tree varid®it;tree [13]. However, even faR*-tree, it was
not scalable to dimensions higher than 20 [46].

Very good reviews and comparisons of various indexing techniques inimage retrieval
be found in [167, 98]. The research goal of White and Jain in [167] was to provide gene
purpose and domain-independent indexing algorithms. Motivated by k-d tree and R-t
they proposed VAM k-d tree and VAMSplit R-tree. Experimentally they found that tt
VAMSplit R-tree provided the best performance, but the trade-off is the loss of the dynar
nature of R-tree. In [98], Ng and Sedighian proposed a three-step strategy towards in
retrieval indexing, i.e. dimension reduction, evaluation of existing indexing approach
and customization of the selected indexing approach. After dimension reduction using
eigenimage approach, the following three characteristics of the dimension-reduced dat:
be used to select good existing indexing algorithms:

 the new dimension components are ranked by decreasing variance,
« the dynamic ranges of the dimensions are known,
« the dimensionality is still fairly high.

On their test data sets, they found that the BA-KD-tree gave the best performance.

Considering that most of the tree indexing techniques were designed for traditio
database queries (point queries and range queries) but not for the similarity queries
in image retrieval, there was a need to explore the new characteristics and requirerr
for indexing structures in image retrieval. Such a technique was explored in [155], wh
Tagare developed a tree adaptation approach which refined the tree structure by elimin
inefficient tree nodes for similarity queries.

So far, the above approaches only concentrated on how to identify and improve inde:
techniques which are scalable to high dimensional feature vectors in image retrieval.
other nature of feature vectors in image retrieval, i.e. non-Euclidean similarity measu
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has not been deeply explored. The similarity measures used in image retrieval may
non-Euclidean and may even be nonmetric. There are two promising techniques tow
solving this problem, i.e. clustering and neural nets. In [32], Chaekal. proposed an
incremental clustering technique for dynamic information retrieval. This technique h
three advantages, i.e. dynamic structure, capable of handling high dimensional data,
the potential to deal with non-Euclidean similarity measures. In [118],eRai. further
extended this technique in the directions of supporting non-Euclidean similarity meas
and faster and more accurate search strategies.

In [171], Zhang and Zhong proposed using self-organization map (SOM) neural n
as the tool for constructing the tree indexing structure in image retrieval. The advanta
of using SOM were its unsupervised learning ability, dynamic clustering nature, and
potential of supporting arbitrary similarity measures. Their experimental results over
Brodatz texture collection demonstrated that SOM was a promising indexing technique

4. IMAGE RETRIEVAL SYSTEMS

Since the early 1990s, content-based image retrieval has become a very active res
area. Many image retrieval systems, both commercial and research, have been built. |
image retrieval systems support one or more of the following options [22]:

e random browsing

« search by example

 search by sketch

« search by text (including key word or speech)
* navigation with customized image categories.

We have seen the provision of a rich set of search options today, but systematic stu
involving actual users in practical applications still need to be done to explore the trade-
among the different options mentioned above. Here, we will select a few representa
systems and highlight their distinct characteristics.

4.1. QBIC

QBIC [99, 48, 46, 44, 129, 74, 41], standing for query by image content, is the fil
commercial content-based image retrieval system. Its system framework and techni
have profound effects on later image retrieval systems.

QBIC supports queries based on example images, user-constructed sketches and
ings, and selected color and texture patterns, etc. The color feature used in QBIC are
average (R,G,B), (Y,i,q), (L,a,b), and MTM (mathematical transform to Munsell) coo
dinates, and &-element color histogram [46]. Its texture feature is an improved versic
of the Tamura texture representation [156]; i.e. combinations of coarseness, contrast,
directionality [44]. Its shape feature consists of shape area, circularity, eccentricity, me
axis orientation, and a set of algebraic moment invariants [129, 46]. QBIC is one of the f
systems which takes into account the high dimensional feature indexing. In its index
subsystem, KLT is first used to perform dimension reduction and Rfetmee is used as
the multidimensional indexing structure [74, 46]. In its new system, text-based key wc
search can be combined with content-based similarity search. The on-line QBIC dem
at http://wwwgbic.almaden.ibm.com/.
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4.2. Virage

Virage is a content-based image search engine developed at Virage Inc. Similar to QF
Virage [11, 56] supports visual queries based on color, composition (color layout), textt
and structure (object boundary information). But Virage goes one step further than QBIC
also supports arbitrary combinations of the above four atomic queries. The users can a
the weights associated with the atomic features according to their own emphasis. In [
Jeffreyet al. further proposed an open framework for image management. They classif
the visual features (“primitive”) as general (such as color, shape, or texture) and don
specific (face recognition, cancer cell detection, etc.). Various useful “primitives” can
added to the open structure, depending on the domain requirements. To go beyond the g
by-example mode, Gupta and Jain proposed a nine-compquent languagéramework
in [56]. The corresponding demos of Virage are at http://www.virage.com/cgi-bin/query

4.3. RetrievalWare

RetrievalWare is a content-based image retrieval engine developed by Excalibur Te
nologies Corp. [42, 3]. From one of its early publications, we can see that its emphasis
in neural nets to image retrieval [42]. Its more recent search engine uses color, shape,
ture, brightness, color layout, and aspect ratio of the image, as the query features [3]. It
supports the combinations of these features and allows the users to adjust the weights
ciated with each feature. Its demo page is at http://vrw.excalib.com/cgi-bin/sdk/cst/cst2.

4.4. Photobook

Photobook [106] is a set of interactive tools for browsing and searching images develo
atthe MIT Media Lab. Photobook consists of three subbooks from which shape, texture,
face features are extracted, respectively. Users can then query, based on the correspc
features in each of the three subbooks.

In its more recent version of Photobook, FourEyes, Pierdl. proposed including
humanin the image annotation and retrieval loop [112, 94, 110, 113, 109, 111, 114, 7
The motivation of this was based on the observation that there was no single feature w
can best model images from each and every domain. Furthermore, a human’s percepti
subjective. They proposed a “society of model” approach to incorporate the human fac
Experimental results show that this approach is effective in interactive image annota
[94, 114].

4.5. VisualSEEk and WebSEEk

VisualSEEk [135, 144] is a visual feature search engine and WebSEEk [137] is a Wc
Wide Web oriented text/image search engine, both of which are developed at Colun
University. Main research features are spatial relationship query of image regions
visual feature extraction from compressed domain [162, 27, 28, 29].

The visual features used in their systems are color set and wavelet transform based te
feature [138-141]. To speed up the retrieval process, they also developed binary tree k
indexing algorithms [136, 30, 142, 143].

VisualSEEk supports queries based on both visual features and their spatial relat
ships. This enables a user to submit a “sunset” query as red-orange color region or
and blue or green region at the bottom as its “sketch.” WebSEEK is a web oriented se
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engine. It consists of three main modules, i.e. image/video collecting module, subj
classification and indexing module, and search, browse, and retrieval module. It supp
queries based on both keywords and visual content. The on-line demos are at http://wwv
columbia.edu/"sfchang/demos.html.

4.6. Netra

Netra is a prototype image retrieval system developed in the UCSB Alexandria Digi
Library (ADL) project[86]. Netra uses color, texture, shape, and spatial location informati
in the segmented image regions to search and retrieve similar regions from the datal
Main research features of the Netra system are its Gabor filter based texture analysis [7
89, 88], neural net-based image thesaurus construction [87, 84, 83] and edge flow-b
region segmentation [85]. The on-line demo is at http://vivaldi.ece.ucsb.edu/Netra/.

4.7. MARS

MARS (multimedia analysis and retrieval system) was developed at University of lllinc
at Urbana-Champaign [64, 91, 92, 102, 124, 125, 121, 119, 122, 123]. MARS differs fr
other systems in both the research scope and the techniques used. It is an interdiscipl
research effort involving multiple research communities: computer vision, database m
agement system (DBMS), and information retrieval (IR). The research features of MA
are the integration of DBMS and IR (exact match with ranked retrieval) [64, 102], int
gration of indexing and retrieval (how the retrieval algorithm can take advantage of 1
underline indexing structure) [118], and integration of computer and human. The main
cus of MARS is not on finding a single “best” feature representation, but rather on h
to organize various visual features into a meaningful retrieval architecture which can
namically adapt to different applications and different users. MARS formally propose:
relevance feedback architecture in image retrieval [123] and integrates such a techniq
various levels during retrieval, including query vector refinement [119], automatic matc
ing tool selection [121], and automatic feature adaption [122, 123]. The on-line demo i
http://jadzia.ifp.uiuc.edu:8000.

4.8. Other Systems

ART MUSEUM [61], developed in 1992, is one of the earliest content-based ima
retrieval systems. It uses the edge feature as the visual feature for retrieval. Blob-w
[18], developed at UC-Berkeley, provides a transformation from the raw pixel data
a small set of localized coherent regions in color and texture space. This system al
the user to view the internal representation of the submitted image and the query res
and therein enables the user to know why some “nonsimilar” images are returned
can therefore modify his or her query accordingly. The distinct feature of CAETIIM
(http://www/videolib.princeton.edul/test/retrieve), built at Princeton University, is its con
bination of the on-line similarity searching and off-line subject searching [60]. More ima
retrieval systems can be found in [49, 10, 131, 154, 51, 168, 33, 153, 101].

5. FUTURE RESEARCH DIRECTIONS

From the above review, we can see that many advances have been made in various res
aspects, including visual feature extraction, multidimensional indexing, and system de:



IMAGE RETRIEVAL 51

[148, 6, 66, 65, 67, 69, 70]. However, there are still many open research issues that ne
be solved before the current image retrieval can be of practical use.

5.1. Human in the Loop

A fundamental difference between a computer vision pattern recognition system anc
image retrieval system is that a human is an indispensable part of the latter system. We
to explore the synergy of a human and a computer [69, 70]. This research trend has alr
been reflected in the evolution of content-based image retrieval. Early literature emphas
“fully automated systems” and tries to find a “single best feature.” But such an appro:
does not lead to success, as the computer vision technique is not there yet. More re
research emphasis is given to “interactive systems” and “human in the loop.” For exam
the QBIC team uses interactive region segmentation [41]. Based on the observation
each of the different texture representations, MRSAR, EV, and Wold-decomposition [S
has its own advantages in different domains, the MIT team moves from the “automat
Photobook to the “interactive” FourEyes [112, 94]. The WebSEEk system allows for ¢
namic feature vector recomputation based on the user’s feedback [146]. The UCSB t
incorporates supervised learning in texture analysis [87, 84]. The MARS team forme
proposes &levance feedbadckrchitecture in image retrieval, where human and compute
can interact with each other to improve the retrieval performance [119, 121, 123]. Ot
relevance feedback-based approaches include PicHunter [38, 63].

5.2. High-level Concepts and Low-level Visual Features

Humans tend to use high-level concepts in everyday life. However, what current compi
vision techniques can automatically extract from image are mostly low-level features.
constrained applications, such as the human face and finger print, itis possible to link the |
level features to high-level concepts (faces or finger prints). In a general setting, however
low-level features do not have a direct link to the high-level concepts. To narrow down t
semantic gap, some off-line and on-line processing is needed. The off-line processing
be achieved by using either supervised learning, unsupervised learning, or the combin:
of the two. Neural nets, genetic algorithms, and clustering are such learning tools [87,
112, 94]. For on-line processing, a powerful and user-friendly intelligent query interface
needed to perform this task. It should allow the user to easily provide his or her evalua
of a current retrieval result to the computer. The relevance feedback technique propost
MARS is one possible tool [119, 123].

5.3. Web Oriented

The expansion of the World Wide Web is astonishing. Each day thousands of docume
among which many are images, are added to the web. To better organize and retriev
almost unlimited information, web-based search engines are highly desired. Such a solt
exists for text-based information. The fact that Alta Vista, Inforseek, etc. are among
most frequently visited web sites indicates the need for a web-based search engine [2]
images on the web, even though some good work has taken place [137, 49, 10, 131,
technical breakthroughs are needed to make the image search engines comparable t
text-based counterpart.

One major technical barrier lies in linking the low-level visual feature indexes used
most systems today to more desired semantic-level meanings. Based on preliminary or
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experiments, we have observed that subject browsing and text-based matching are still
popular operations than feature-based search options [145]. That is partly the reason
commercial image retrieval systems on the web typically use customized subject c
gories to organize their image collection. Usually, different image retrieval systems foc
on different sections of users and content. As a result, the indexing features and the
ject taxonomies are also different, causing the concern of interoperability. Several rec
efforts in standards have started to address this issue [2, 164]. Several research syste
image metaservers [14, 23, 96] have also investigated frameworks for integrated acce
distributed image libraries.

5.4. High Dimensional Indexing

A by-product of the web expansion is the huge collection of images. Most curren
existing research prototype systems only handle hundreds or at most a few thousand im:
therefore a sequential scan of allimages will not degrade the system’s performance serio
Because of this very reason, only a few existing systems explored the multi-dimensic
indexing aspect of image retrieval [99, 48, 64, 137]. However, as the image collectic
are getting larger and larger, the retrieval speed is becoming a bottle neck. Although s
progress has been made in this area, as described in Section 3, effective high dimens
indexing techniques are still in urgent need of being explored.

5.5. Performance Evaluation Criterion and Standard Testbed

Any technique is pushed forward by its domain’s evaluation criterion. SNR is used
data compression, and precision and recall are used in text-based information retrie
Good metrics will lead the technique in the correct direction while bad ones may misle
the research effort. Currently, some image retrieval systems measure performance bas
the “cost/time” to find the rightimages [144]. Others evaluate performance using precis
and recall, terms borrowed form text-based retrieval.

Although these criteria measure the system’s performance to some extent, they ar
from satisfactory. One major reason causing the difficulty of defining a good evaluati
criterion is the perception subjectivity of image content. That is, the subjectivity of ima
perception prevents us from defining objective evaluation criteria. But still, we need
find a way of evaluating the system performance to guide the research effort in the cor
direction [69, 70].

An equally important task is to establish a well-balanced large-scale testbed. For im
compression, we have the Lena image, which has a good balance in various textures
video compression, the MPEG community developed well-balanced test video sequer
For text-based information retrieval, a standard large-scale testbed also exists. For the ir
retrieval testbed, the MPEG-7 community has recently started to collect test data. F
testbed to be successful, it has to be large in scale to test the scalability (for multidimensi
indexing), to be balanced in image content to test image feature effectiveness and ov
system performance.

5.6. Human Perception of Image Content

The ultimate end user of an image retrieval system is human; therefore the study
human perception of image content from a psychophysical level is crucial. This topic
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closely related to the topics in Sections 5.1 and 5.2. Because of its importance, we
re-emphasize it here.

This topic is gaining increasing attention in recent years, aiming at exploring how humi:
perceive image content and how we can integrate such a “human model” into the image
trieval systems. The early research was conducted independently by the MIT team [112,
the NEC team [39, 38, 37, 103], and the UIUC team [119, 123]. Interesting enough, th
teams are also the teams who initiated the study of relevance feedback in image retri
This is because, after realizing the difficulty in interpreting human perception subjectiv
of image content, they naturally resorted to relevance feedback to “decode” the hur
perception.

More recent study of human perception focuses on the psychophysical aspects of ht
perception [103, 117]. In [103], Papathometsal. conducted experiments studying the
importance of using (a) semantic information, (b) memory of previous input, and (c) relat
versus absolute judgement of image similarities, using PicHunter [38] as the underly
image retrieval system. Results show that the best performance is achieved when it
only semantic cues, with memory and relative similarity judgement. The combination
semantic and visual cues only achieves a second-best result. We feel that one of the re
that visual cues did not help in this case may due to the limited test dataset size—if
dataset is not big enough, the system may not be able to utilize the additional informa
fromthe visual cues. Our conjecture matches the experimental results from another grou
[117], Rogowitzet al. conducted a series of experiments analyzing human psychophysi
perception of image content. According to their results, even though visual features
not capture the whole semantic meaning of the images, they do correlate a lot with
semantics. This result encourages us to develop perceptually based image feature:
metrics to achieve semantically meaningful retrievals.

5.7. Integration of Disciplines and Media

Both the database community literature and the computer vision community literat
have used “image database” as the title of many articles [33]. However, in reality, m
database community systems are non-image (text-based key words or graphics-based |
databases, while most computer vision systems are image nondatabases (just a larc
containing thousands of images is not a database, since most fundamental database
such as a data model and indexing, are not addressed at all). To the authors’ knowle
even though there are ongoing research efforts to build true image databases [102, 45
systems are not at the complete stage yet.

A successful image database system requires an interdisciplinary research effort. Be!
the integration of database management and computer vision, research from the tradit
information retrieval area [17, 127, 133, 126, 16, 8] is also an indispensable part. Althot
the traditional information retrieval area’s research focus was in text-based documen
trieval, many useful retrieval models and techniques can be adapted to image retrieval. S
successful examples of such research effort include the adaption of Boolean retrieval n
els in image retrieval [92, 102], and the utilization of relevance feedback in image retrie
[119, 123].

Another observation is that integration of multimedia, multi-modalities provides gre
potential for improved indexing and classification of images in general domains. Reseze
in [149, 147, 145] has shown promising results in using both textual and visual featu
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in automatic indexing of images. More sophisticated techniques for cross-mapping im
classification between the high level using textual cues and the low level using the vis
cues will bear fruit.

6. CONCLUDING REMARKS

Inthis paper, past and current technical achievements in visual feature extraction, mul
mensional indexing, and system design are reviewed. Open research issues are identifie
future research directions suggested. From the previous section, we can see that a succ
image retrieval system requires the seamless integration of multiple research communi
efforts. Progress in each individual research community and an overall system architec
are equally important. We propose one possible integrated system architecture, as sho
Fig. 1.

There are three databases in this system architecture. The image collection database
tains the raw images for visual display purpose. During different stages of image retrie
different image resolutions may be needed. In that case, a wavelet-compressed imagt
good choice [64]. Image processing and compression research communities contribu
this database.

The visual feature database stores the visual features extracted from the images
techniques described in Section 2. This is the information needed to support content-b;
image retrieval. Computer vision and image understanding are the research commur
contributing to this database.

The text annotation database contains the key words and free-text descriptions of
images. It is becoming clear in the image retrieval community that content-based im:
retrieval is not a replacement of, but rather a complementary component to, the text-b:

feature extraction

visual
features

[ query processing ]

retrieval engin

[ ¢ I

[ query interface J

user

FIG. 1. Animage retrieval system architecture.
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image retrieval. Only the integration of the two can result in satisfactory retrieval perfa
mance. The research progress in IR and DBMS is the main thrust to this database.

As discussed earlier, to achieve fast retrieval speed and make the retrieval system
scalable to large-size image collections, an effective multidimensional indexing moduls
an indispensable part of the whole system. This module will be pushed forward by com
tational geometry, database management, and pattern recognition research communi

The retrieval engine module includes a query interface submodule and a query proces
submodule. To communicate with the user in a friendly manner, the query interface
graphics-based. The interface collects the information need from the users and displays
the retrieval results to the users in a meaningful way. Research progress in user psychc
and user interface helps to improve the interface design. Furthermore, the same query
a user can be processed in different ways. The query processing submodule manipulat
user query into the best processing procedures. This techniques is advanced by the dat
management community.

There are two major characteristics of this system architecture. One is its multidiscipl
and interdisciplie nature, as demonstrated in the above discussion. The other is its intera
nature between human and computer. (Note that from the user to the three database
arrows are bi-directional). In all, integration of various disciplines, of multiple informatio
sources, and of the human and computer will lead to a successful image retrieval syste
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