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Abstract—Detection of abnormal behaviors is essential in complex and/or strategic systems requiring a high level of safety and security. Sensing environmental conditions to ensure that the device is not operating out-of-specifications is highly useful in detecting anomalies caused by failures or malevolent actions. In this regard, digital sensors (DSs) are particularly attractive as they are portable and can be easily calibrated. In contrast to analog sensors, DSs have an interesting property that considers the operating environmental conditions as a whole, i.e., they are sensitive to temperature, voltage, and process altogether without precise knowledge about each. This property endows DSs with fewer false positives compared to analog sensors. This article studies a low-cost DS, discusses its presilicon architecture and post-silicon calibration such that it detects system failures accurately in the designer’s preferable range of operating conditions. The impact of aging in this sensor is studied extensively. Tradeoffs between false positive and undetection rates are discussed. As an example, we target the substitution box (S-Box) of the PRESENT cipher assuming that it can be the target of fault injection attacks launched via abruptly changing the operating temperature and voltage. We show that such malfunction can be accurately detected by our DS, i.e., with a very negligible percentage of false and missed alarms (<1% totally). The results show that the number of false alarms raises with aging (while the rate is highly negligible), whereas the number of missed alarms remains at a reasonable low rate.

Index Terms—Aging, detection accuracy, digital sensor (DS), false positives (type I errors), missed alarms (type II errors), PRESENT, process–voltage–temperature (PVT), substitution box (S-Box).

I. INTRODUCTION

SENSING environmental conditions, such as temperature and voltage, is highly useful for embedded systems as such sensing not only can help in optimizing system performance depending on operational conditions but also can be essential for safety and security in order to prevent failures or detect attacks. It is necessary to equip mission-critical chips with sensors raising alarms when the chips are operated out-of-specifications caused either by the harsh environments or by physical attacks. Reaction to a raised alarm is a logical action that reflects the safety/security policy in place. Analog sensors have been deployed for a long time in this respect but they encounter several issues including.

1) Their calibration is not obvious, and may require costly laser trimming on a chip-by-chip basis.
2) Their adaption to either a new technological node or even to a version of the physical design kit (PDK) library requires an extensive recalibration.

Digital sensors (DS) provide portability among digital technologies and can be distributed in the circuit die such that they are placed physically close to sensitive areas, like cryptographic cores which can be the target of attacks. This increases the sensing accuracy. In practice, the sensitivity of sensing-related failure detection could be wrecked havoc by aging which becomes significant in recent CMOS technologies. Thereby, it is highly crucial to design DSs that can accurately detect system’s malfunctions during its expected lifetime span, i.e., the sensor outcome should be robust against aging.

This article presents a methodology to design an aging-resilient DS. In this article, by designing we mean how to dimension a DS structure presilicon, and configure it post-silicon (by software), thereby tolerating process variability. We target a sensor placed near1 a substitution box (S-Box) part of a PRESENT cipher algorithm in the same chip. This research allows the designer to check the consistency of detection with real failures or attacks on the S-Box, and how aging affects it.

A. Motivation

To overcome some of the shortcomings of the analog sensors mentioned earlier, DSs are considered in specific vertical markets. Below, we detail two applications of these sensors.

Assuring both safety and security in the automotive industry (e.g., ISO 26262 and ISO/SAE 21443, respectively) requires high level of confidence in the embedded sensors, which is typically attained by correlating sensors of different nature (refer to part 5 of ISO 26262 [1]). For instance, analog sensors can be gracefully complemented by sensors implemented in digital logic. ISO/PAS 21448 defines functionality where proper situational awareness is critical to safety, and where

1The sensor is interwoven with the target circuit such that both sensor and the circuit have similar operating conditions and are very likely to be hit simultaneously by an attack. Moreover, as the DS is implemented using the very same standard cells as the logic it protects, it is “camouflaged,” hence sheltered from invasive attacks which would aim at surgically disabling it by means of FIB for instance.
that situational awareness is derived from complex sensors and processing algorithms.

In highly secure applications, sensors are required to detect invasive (e.g., destructive attacks, or those altering the chip structure, such as circuit edition with Focused Ion Beam, etc.) and semi-invasive attacks (e.g., fault injection attacks, such as glitching the clock, reset signals, or power supply). Therefore, these sensors become the target of motivated attackers, aiming at overcoming them as part of their attack path. This threat is considered in Common Criteria, for instance in smartcards evaluation, such as CCDB [2, p. 24, Sec. 5.2]. To thwart such attacks, ad hoc sensing has been proposed in the literature (e.g., [3] against attacks tampering specifically the reset tree lines). However, holistic approaches are still the subject of intense research.

An important requirement for accurate sensing is being able to accurately sense not only separate operating conditions, such as \( T < T_{\text{worst}} \) and \( V \geq V_{\text{worst}} \) where \( T_{\text{worst}} \) and \( V_{\text{worst}} \) denote the worst-case conditions the underlying system can tolerate, but conditions in pair \((V, T)\) in which the circuit operates properly for a given process \( P \), even if one of \( T \) (temperature) or \( V \) (voltage) has been violated. For example, the circuit may work properly despite \( T > T_{\text{worst}} \), provided that \( V \) is large enough to make up for the unpropitious temperature condition. This can be achieved by our DS.

### B. Contributions and Outline

The main contributions of this article are as follows.

1. An extensive study of a DS architecture and a demonstration of how it can react in terms of propagation delay to any process–voltage–temperature (PVT) variation to detect failures or attacks.
2. A method to characterize the status of the embedded DS sensor, and in turn the underlying device, based on which failures and attacks can be detected.
3. A methodology and corresponding detailed algorithm to dimension the sensor based on the underlying circuit’s expected operating conditions to balance the anomaly detection and the imposed overhead.
4. A calibration scheme to take into account the technology and the process quality, e.g., process drifts and process variations.
5. A thorough investigation of how our sensor reacts when the device (and its embedded sensor) has been aged.
6. A comparison of our tailored sensor regarding anomaly detection (thanks to considering voltage and temperature conditions as pair) with the analog sensors that consider voltage and temperature quantities separately.
7. Extensive experimental results in terms of false and missed alarm rates for dependable chips;
8. A discussion on the security of the DSs against security attacks.

We notably demonstrate that DSs generate less false alarms, compared to analog sensors, thanks to their broader range of voltage-temperature (VT) consideration.

The remainder of the article is structured as follows. Section II presents the preliminary backgrounds on DSs and device aging. Section III compares DSs with their analog counterparts. Section IV discusses the deployed sensor and its characterization. The sensor presilicon design and post-silicon calibration is discussed in Section V. Section VI discusses the experimental results. Conclusions and future directions are drawn in Section VII.

## II. Preliminary Backgrounds

### A. Background on Digital Sensors

Deviating from nominal operating conditions (intentional or unintended) may cause circuit failures or leakage of sensitive data. For example, adversarially fooling sensors can cause car accidents [4]. Besides, timing attacks (such as Clockscrew [5]), temperature attacks [6], voltage attacks (PlunderVolt [7], VoltJockey [8], [9], v0ltpwn [10]), mixed timing+temperature [11], and timing+voltage [12] attacks all aim at extracting keys from cryptographic devices. Those attacks usually place the device beyond the worst case condition it can tolerate. Note that some attacks place the device in best case condition to wear it out too fast, thereby reducing its lifetime (e.g., [13]). Unintentional changes of environmental conditions such as temperature may also result in device malfunction via increasing the critical-path delay of the victim circuit. Thereby, sensing environmental conditions is crucial to detect such malfunctions.

In practice, multiple deviations from nominal conditions may occur, such as change of operating temperature or voltage, exposure to intense fields, aggressive irradiation by particles, and so on. Dedicated sensors can be deployed to monitor each operating condition (e.g., temperature and voltage) separately, but then aggregating their measurements raises an obvious problem as each sensor operates on a different, incommensurable scale. Therefore, a traditional approach is starting not from the cause of the stress, but from its consequence. Accordingly, sensors are designed to detect functional failures instead of measuring multiple specific physical quantities. A common reversible failure mode is the violation of the timing constraints, typically the setup time [14]. If a timing path is not met at the clock active (rising or falling) edge, then an incorrect value is sampled, resulting in a single event upset (SEU).

DSs consist of artificial critical paths inserted into the chip logic such that if the chip is operated in abnormal conditions, setup time violations occur in the first place on the DS intentionally long path which is usually as simple as a delay chain. The idea is to assess whether an edge (positive or negative) manages to propagate safely to the end of the chain at the considered clock period [15, Fig. 14]. Failing to do so is the evidence of environmental disruptions or manipulations. To better characterize the amplitude of the timing violation, the delay chain is sampled in many places. Such a snapshot allows to determine whether the violation is small or large, i.e., somehow digitizes the amount of stress applied to the circuit [16].

Bandgap reference circuits with NPN and PNP diodes were proposed to measure temperature [17], [18] in DRAMs. These methods suffer from high area overhead. On the other hand,
of months but the threshold voltage tends to saturate for long stress times. Tiwari et al. presented the equations to evaluate the NBTI-induced increase in the threshold voltage of a pMOS transistor [27, eqs. (2) and (3)].

**HCI Aging:** HCI occurs when hot carriers are injected into the gate dielectric during transistor switching and remain there. HCI is a function of switching activity and degrades the circuit by shifting the threshold voltage and the drain current of transistors under stress. HCI mainly affects nMOS transistors. HCI-induced threshold voltage drift is sensitive to the number of transitions occurring in the gate input of the transistor. In fact, the threshold voltage changes sublinearly with the number of transitions occurring in the input of an nMOS transistor. HCI has a dependency on temperature, clock frequency, usage time, and activity factor of the transistor under stress, i.e., the percentage of cycles in which the transistor is switching [23]. The details on evaluating the HCI-induced threshold voltage shift in a transistor has been presented in [27, eq. (4)].

### III. Digital Versus Analog Sensors

Historically, sensors are analog devices. Indeed, they are considered transducers from an environmental quantity (such as temperature, voltage, etc.) to some quantized value, such as a digital value [where they are designated as analog to digital (A2D) converters] or a comparison with a predefined threshold (where they are designated as alarm generators) [28]. In practice, analog sensors are calibrated to track a certain environmental variable. Even some security-specific sensors, such as light (to detect attackers opening the chip) or pressure (MEMS to detect circuit grinding by invasive attackers) are researched but are hard to calibrate [29]. In contrast, DSs are fully made up of digital standard cells, and are not specific to any given environmental condition. Instead, they react in synchronization with the user digital logic [15, p. 189, Fig. 14].

Note that both digital and analog sensors are deployed to measure physical variables (e.g., temperature and voltage) represented by analog values. However, in DSs such measurement is performed via digital gates. In practice, the main differences of digital and analog sensors can be categorized as below.

1. **The target technology and design methods for DSs is fully digital; thereby the sensor architecture is portable across different PDKs while analog sensor design is full-custom.**

2. **The calibration of DSs is low-cost and can be done fully in software, while analog sensors rely on costly calibration schemes, e.g., chip-by-chip laser trimming.**

3. **In contrast to analog sensors, digital counterparts do not need high level of accuracy in extracting the measured values (e.g., temperature) as they are only used to detect failures and attacks to raise an alarm accordingly (rather than extracting voltage and temperature values). In fact, digital and analog sensors follow different goals.**
What follows discusses the other differences of analog and DSs in more details.

A. Efficiency

As DSs are only made up of standard cells, their design is highly optimized: power- and area-wise, as they combine optimizations at register transfer and netlist levels. On the contrary, analog sensors require manual dimensioning. Besides, many analog sensors are based on “always-on” logic gates, whereas DSs (in CMOS logic) never consume power, unless upon clock edges (which trigger a value toggling) [30]. Therefore, from the performance perspective, DSs are thus more efficient than analog sensors. Moreover, DSs are more controllable, as techniques such as clock gating are easy to implement automatically using standard EDA tools.

B. Sensitivity

Analog logic does not rely on electrical level discretization. Instead, it considers signals carrying a continuous value. However, analog logic is subject to process variability (and to dynamic noise, but this is also the case of DSs). Thereby there is an ambiguity in defining a threshold for nominal versus abnormal situations in analog sensors [31]. Trimming (e.g., by laser adjustment) is an option, but such a technique is costly [32] and also opens the door to other attacks (discussed in Section III-C below). This results in a great disparity in analog sensors’ sensitivity status [29].

It is noteworthy to mention that DSs detect environmental changes fast, hence are suitable for both slow-stress (e.g., global perturbation [33]) and transient attacks (e.g., glitches, or local electromagnetic field/laser light injections).

C. Resistance Against Attacks

Sensors aim at detecting attacks, hence attackers can envision to carry out a two-step attack: first neutralize the sensors, then perform the attack on the chip deprived from its defenses. As already mentioned, an analog sensor is typically implemented using full custom layout. Such physical structure does differ from the rest of the sea of gates, all being sibling instances from a standard cell library. For this reason, analog sensor patterns do stand out, and are therefore clear to identify visually (see [34, Fig. 21], where the temperature sensor is large and identifiable, whereas the contents of the digital logic looks random). Accordingly, their bypass is easy, i.e., once the analog sensor is spotted, a local reverse-engineering work can straightforwardly allow to infer the digital alarm signal that the sensor generates. Therefore, the expected level of difficulty to circumvent an analog sensor is considerably less than the one required to bypass a DS. In terms of Common Criteria [35, p. 24, Sec. 5.2], such invasive attack is considered realistic, therefore DSs provide a decisive advantage over analog sensors, in terms of certification.

Besides, the stealthy nature of DSs (as they are undistinguishable from user functional logic) makes it possible for the sneak insertion of several instances, thereby reducing exponentially the probability that an attack succeeds. Indeed, the more DSs, the more difficult for an attacker to perpetrate an undetected attack.

D. Accuracy and False Alarms

Most importantly, analog sensors do measure individual physical quantities (e.g., voltage alone, temperature alone, etc.). Even if all the drawbacks of analog sensors underlined earlier are mitigated, there remains the question of sensors measurement fusion into an alarm status. When independent analog sensors are deployed for the measurement of quantities, such as voltage and temperature, the nominal conditions shall be defined using hard decisions: nominal operations consist in cases whereby the temperature is less than a threshold and voltage is beyond another threshold. Such decision making is illustrated in Fig. 4. In contrast, DSs need only one threshold in the full temperature-voltage plane (namely, the AFN—detailed subsequently in Section IV). Accordingly, the fault detection in DSs is soft, and some environmental conditions that would result in false alarms in analog sensors (typically: low voltage but low temperature at the same time, or high temperature but high voltage) allows functional circuit usage without raising a false alarm when DSs are deployed despite the environmental condition change as such change does not result in circuit malfunction. Accordingly, analog sensors are more prone to false alarms than their digital counterparts [36].

In the remainder of this article, we refer to analog sensors as sensors where multimodal physical quantities cannot be measured at the same time, hence hard decisions shall be taken.

IV. TARGET SENSOR

Fig. 2 depicts the high-level view of our sensor-integrated target system. As shown, a DS including a chain of 52 buffers is embedded in the circuitry. The sensor is placed close to the circuit to protect it. In this research, we target the S-Box of the PRESENT cipher (Section V discusses the reasons in more details). However, the S-Box can be replaced by any other target system. As shown, in the designed sensor, the last 43 buffers of the chain each feeds an individual flip-flop. The sensor outcome would be the output of these flip-flops. All flip-flops are operating under the same clock signal at frequency $F$, and the first buffer is fed with a toggle flip-flop generating a periodic signal $a_0$ with the frequency of $F/2$. 

![Fig. 2. Architecture of the sensor-integrated target system.](image-url)
The number of flip-flops and buffers included in the DS needs to be decided carefully as although less number of these gates is preferred for the sake of overhead, the sensor may result in significant false positive/negative failure detections if it is too small. The buffer-chain’s length and the number of deployed flip-flops vary based on the PVT corners considered for the chip. If the PVT corners are bounded in a large range, the size of the sensor chain increases to be able to sense the stress at a larger scale. Similarly, if the PVT corners are bounded, the sensor requires shorter buffer-chain and less flip-flops.

In practice, during the design flow, operational corners are decided (e.g., industrial grade $\Rightarrow T \in [-40^\circ C, \ldots, 85^\circ C]$). Any violation from such corners may result in wrong outputs. Our sensor can detect such violations as discussed below. To find the number of required buffers and flip-flops, we propose Algorithm 1 (in Section V). In practice, in each clock cycle of $CC_i$, when this sensor is fed with $A0$, the first $FN_i - 1$ flip-flops are in phase $A$ (say $0 \rightarrow 1 \rightarrow 0$) and the next ones are in the complementary phase $\overline{A}$ (say $1 \rightarrow 0 \rightarrow 1$). Here, $FN_i$ refers to the index of the flip-flop in which phase $A$ starts in clock cycle $CC_i$. We benefit from this property for characterizing the sensor. We extract the average of all $FN_i$s over all clock cycles. This average, so-called AFN is used for characterization. We refer to this characterization as average-based method (ABM).

Our experimental results confirm the high accuracy of this sensor in sensing environmental conditions, and in turn in system failure detection. Note that the phase change happens at lower indexes when the chip is operating slower, and at higher indexes when faster than expected. In practice, due to the noise as well as the metastability that may occur in some of the flip-flops in the designed/deployed sensor, the FN can fluctuate a bit in different clock cycles, thereby, we consider the average value of FNs (AFN) over a number of clock cycles as the sensor index. Note that the metastability cannot be avoided as the delay of the underlying buffers in the DS is changed when it operates in different VT conditions. This can cause metastability in some VT conditions, and thereby a fractional value for AFN.

Fig. 3 shows the flip-flop outputs in different operating conditions. In particular, Fig. 3(a) depicts the sensor outcome for $Vdd = 1.0 \text{ V}$ and temperature $= 85^\circ C$ when the device is new (no-aged), we refer to this operating condition as the worst-case condition, and to its related AFN as $AFN_{wc}$ hereafter. As shown, the first phase change occurs in the 17th flip-flop ($dff_{17}$), i.e., the first 16 flip-flops have the same phase $A$ and the following ones are in complementary phase $\overline{A}$; resulting in $AFN = 17$. This trend is changed in other voltage/temperature or aging conditions. For example, Fig. 3(b) depicts the sensor outcome for $Vdd = 1.2 \text{ V}$ and temperature $= 27^\circ C$. As shown, in this case, phase change occurs in the 31st flip-flop resulting in $AFN = 31$. Similarly, Fig. 3(c) depicts the sensor outcome for $Vdd = 1.2 \text{ V}$ and temperature $= 120^\circ C$. As shown, here the AFN fluctuates between 15 and 16 in different clock cycles due to metastability, thereby $AFN = 15.5$.

In practice, in the conditions under which the circuit operates slower (higher temperature and lower voltage), the delay of the buffer chain increases, resulting in the phase change (from $A$ to $\overline{A}$) being observed in the flip-flops with lower indexes (closer to the leading Toggle flip-flop). However, with the increase of voltage and decrease of temperature, the delay chain operates faster. This results in higher values of $FN_i$.

For characterization and in turn failure detection, the AFN is calculated at runtime and is compared with $AFN_{wc}$. In fact, the slower the sensor’s buffer chain, the lower the AFN. Therefore, AFNs lower than the $AFN_{wc}$ denote circuit failure (as both circuit and sensor are underlying in the same chip), and result in raising an alarm. Also, for any abnormal behavior like multiple changes of the phase an alarm is raised.

A. Deployed Sensor Versus the State-of-the-Art Digital Sensors

1) Delay-Based Digital Sensors: Delay-based DSs consist in the insertion of an artificial critical path in the system. This path is monitored on a regular basis (ideally at every clock cycle) to check for the absence of setup time violation. Such a principle has been first introduced in [15, p. 189, Fig. 14].
The DS we study in this article is a delay-based sensor with a basic structure for sensing delays, which can be enriched for smarter stress characterization (in addition to its mere detection). For example, the embodiments given in Figs. 5, 6, 8, 9, and 10 of patent application [37], allow to test if the perturbation is local or not (by interleaving two identical sensors), long or short (by appending shift registers to sample the status over time), etc. Another variation of the delay-based sensors consider having the delay chain be closed, so as to form a loop. In these sensors, the fluctuations of the loop frequency attest to an attack [38]. This approach is interesting, though more power demanding compared to our basic DS. To summarize, our study is generic insofar as it focuses on the main architectural principle upon which all derived designs are based.

2) Impulse-Based Digital Sensors: This type of sensors can protect the underlying circuit against other threats, such as typically the impulsive attack in which a strong perturbation is applied very timely and shortly. One such sensor that aims at detecting very brief perturbations is proposed in [21] and [22]. However, such structures are not able to detect gentle local stress, as would delay-stress DSs. Indeed, they only manage to check inconsistencies between DFFs’ states.

V. SETUP AND CALIBRATION

A. Sensor-Integrated Target System

The sensor-integrated system that we target in this article is the S-Box of the PRESENT cipher. PRESENT is a lightweight block cipher with 64-b blocks and a bit-oriented permutation layer, standardized as ISO/IEC 29192-2:2012 [39]. It includes 31 rounds and supports two key lengths of 80 and 128 b. Each encryption round consists of a bitwise XOR operation, a nonlinear substitution layer, and a linear permutation layer. The nonlinear layer uses a single 4-b S-Box applied 16 times in parallel in each round. The reason for targeting S-Box is that it first it is the focal point for attacks, as it is the most complex part of block ciphers, hence the more amenable to perturbation attacks. Second, S-Boxes are hard to model in terms of timing, as each output bit (here, amongst 4) has a different timing depending on the 4-b input word. Hence, strategies based on timing prediction are hard, let alone suboptimal worst-case situations (i.e., critical path violation detection in any PVT corner). This S-Box makes it possible to confront the DS to real faults, the NULL hypothesis being “is the S-Box evaluated correctly?” Accordingly, the definition of DS various figures of merit is provided in Table I.

<table>
<thead>
<tr>
<th>DS CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box latched value is incorrect (successful injection!)</td>
</tr>
<tr>
<td>AFN &lt; 17 (red area in Fig. 4)</td>
</tr>
<tr>
<td>AFN ≥ 17 (grey area in Fig. 4)</td>
</tr>
</tbody>
</table>

Algorithm 1: DS Dimensioning

input: Design kit for the target technology, desired clock period, safety margin of K buffers
output: Sensor dimensions n₀ and n; values to be used for architecturing the sensor aiming at failure detection during run time
1 Build a netlist consisting of a DFF which samples its inverted output, and feeding an infinite chain of buffers; each buffer feeds also a separate flip-flop
2 Set the conditions to worst case (e.g., slow process, high temperature, low voltage) — point B in Fig. 4
3 Determine the position (N) of first sampling inversion error
4 Remove the Flip-flops connected to the first N buffers
5 Set the conditions to best case (e.g., fast process, low temperature, high voltage) — point A in Fig. 4
6 Determine the position (AFN_high) of first sampling inversion error
7 return (n₀ = N − K, n = AFN_high − n₀ + K)
of required flip-flops (lines 5 and 6) as our sensor should be able to extract the AFN up to the best case condition. Finally, we update the extracted numbers of buffers and flip-flops with the safety margin of $K$ (line 7). This safety margin ($K$) is considered to ensure that the sensor can report the malfunctions of the underlying circuit under a larger range of VT conditions, i.e., even beyond worst-case condition (between points B and C in Fig. 4). Note that less number of leading buffers increases the failure detection range for the conditions that make the circuit slower, and more flip-flops extends the failure detection range for the conditions in which the circuit operates faster.

C. Calibration for Process and DVFS Management

Once the circuit is fabricated, the AFN which represents the detection threshold is determined in order to take the real state of the process $P$, and possibly the dynamic voltage-frequency scaling (DVFS) management into account. DVFS is a system-level feature which allows parts of the chip to save power by reducing the power supply, while at the same time lowering the frequency to meet the timing constraints. In practice, a few DVFS configurations are defined (typically two). AFN shall adapt to each of these configurations. The threshold values (AFN) are thus not hardcoded within the DS block, but made reprogrammable by software, hence stored locally in one-time programmable (OTP) memory. Algorithm 2 explains how the AFN is calibrated after fabrication. The worst-case voltage $V$ is considered without DVFS, and $V_1$ and $V_2$ are two worst-case voltages corresponding to two DVFS configurations. Note that the AFN is averaged after $M$ measurements (typically, $M \approx 100$) in order to mitigate noise and metastability impacts.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

A. Impact of Environmental Conditions on DS Characterization

Fig. 4 shows the AFN in different voltage and temperature combinations. As expected, AFN is lower for the conditions in which the underlying circuit operates slower, i.e., in low voltages and high temperatures, while its value increases by moving toward lower temperatures and higher voltages. For example, in the room temperature ($27^\circ C$) when $Vdd = 1.2$ V, AFN is 31. This value increases to 40, when $Vdd = 1.4$ V and temperature $= 0^\circ C$, and decreases to 15 in case of $Vdd = 1.0$ V and temperature $= 100^\circ C$. The first takeaway point from this observation is that using AFN signatures can be useful to report sensing conditions as it is highly sensitive to the operating voltage and temperature.

As discussed in Section IV, we deploy the sensor’s AFN for the system’s failure detection, i.e., to predict if the system works properly or not based on the operating conditions. In this article, our S-Box works properly in temperatures below $85^\circ C$ and with a $Vdd$ beyond $1.0$ V. As shown in Fig. 4, the AFN is equal to 17 in this condition ($AFNW_{VC} = 17$). The worst-case condition is shown with point B in Fig. 4. Accordingly, during the system normal operation, any AFN below 17 predicts an intentional/unintentional system failure, and results in raising an alarm to notify such malfunction.

Another interesting observation from Fig. 4 is the comparison between analog and DSs. DSs react in terms of propagation delay to any PVT variation (in our case VT as the sensor is calibrated post-fabrication). Thereby, being sensitive to the mutual effect of such variations, DSs result in less false alarms when used for failure detection. However, analog sensors consider sharp limits for voltage and temperature separately when detecting failures (rectangle shape shown in dark gray in Fig. 4). This flexibility of DSs results in covering a broader (but still harmless) range of VT (areas shown in light or dark grey), and accordingly highly limits false positive failures, also known as false alarms. For example, in Fig. 4, a high temperature ($>85^\circ C$) can be made up by a higher voltage ($>1.0$ V) when a DS is used.

The corners shown as A and B in Fig. 4, respectively, represent the best case, $(V, T) = (1.4V, -10^\circ C)$, and the worst case, $(V, T) = (1.0V, 85^\circ C)$ conditions based on which our sensor was designed in this article, i.e., the VT range in which we expect our underlying circuit (S-Box here) works properly. The upper left corner in this figure, shown as C, extends the range by considering a safety margin (refer to Algorithm 1), i.e., C represents the condition in which sensor still is reliable (it can predict correctly that S-Box works properly or not).

B. Accuracy of the AFN-Based Failure/Attack Detection

To show the correspondence between the extracted AFN and the circuit’s working status (failure or proper functionality), Fig. 6(a) depicts the AFN-based sensor prediction and Fig. 7(a) depicts the real S-Box operation status (pass or fail) in different VT combinations. In Fig. 6(a), the failures relate to the cases in which AFN is lower than the $AFNW_{VC}$, i.e., 17. The sensor predicts a pass, otherwise. Fig. 7(a) shows the correctness of the real S-Box output in each VT pair. Any mismatch
Fig. 5. Effect of aging on AFN in ABM scheme (Vdd = 1.2 V, temperature = 95 °C). The sensor predicts system failure when AFN < 17, and predicts proper functionality (i.e., pass) otherwise.

TABLE II
ACCURACY OF OUR DS IN DIFFERENT AGING DURATIONS

<table>
<thead>
<tr>
<th>Age</th>
<th>New</th>
<th>4 months</th>
<th>2 years</th>
<th>4 years</th>
<th>6 years</th>
<th>7 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc. (%)</td>
<td>99.17</td>
<td>98.70</td>
<td>98.43</td>
<td>98.14</td>
<td>98.25</td>
<td>98.43</td>
</tr>
</tbody>
</table>

between the S-Box output and the expected output is considered as fail and shown in red. For example, at Vdd = 1.0 V and temperature = 100 °C, the S-Box output is not correct, i.e., it fails [a red point is shown for this VT pair in Fig. 7(a)]. Meanwhile, for the same VT combination, AFN is 15. This results in firing an alarm by sensor predicting a malfunction [the related point is shown in red in Fig. 6(a)]. Comparing Fig. 7(a) and Fig. 6(a) depicts that the pass/fail conditions in both figures match in over 99.17% of cases (3353 out of the 3381 cases). A closer look into these results reveals that for the VT pairs that sensor prediction and S-Box status (pass or fail) do not match, the AFN is very close to 17 (i.e., in range of [16.44,17.56]). The takeaway point from these observations is that AFN can accurately detect the system’s failures and attacks.

C. Impact of Aging on Chip Failure Detection

Fig. 5 depicts how aging affects the sensor characterization and in turn the failure detection rate. Aging results in a lower AFN as it makes the sensor slower. As shown, the AFN decreases from 19 (age: 0) to 14.5 after 7 years of aging when the temperature is 95 °C and Vdd = 1.2 V. The change rate of AFN is higher in the first 2 years, and becomes slower afterward (≈ 7.8% decrease per year for the first 2 years and ≈ 1.8% per year for the following 5 years). This observation is correlated with the impact of aging over time as in CMOS circuits the aging rate is higher in the beginning yet saturates after some time. The takeaway point from this observation is that aging may result in false alarms (predicting the system as erroneous whereas it works properly). Thereby, the aging effects need to be taken into account. Below we will discuss the impact of aging on the proposed failure detection scheme in details.

Fig. 6 depicts the system failure’s prediction via our DS and Fig. 7 illustrates the real status of the system in different VT conditions over time. The two curves are similar by design: both functional logic (PRESENT) and the sensing logic (DS) are made of standard cells, share the same power and clock signals, hence naturally track in terms of behavior (e.g., propagation delay). As mentioned earlier, an AFN lower than 17 is reported as failure by sensor (red points in Fig. 6). As expected and shown in Fig. 7, system failure rate increases with aging. For example, the S-Box circuit works properly under Vdd = 1.2 V and temperature 105 °C when new (age: 0) but after 4 months it experiences malfunction. Note that our DS predicts both situations correctly, i.e., predicts that S-Box works properly under this VT condition [shown in Fig. 6(b)] when the device is new while fails after 4 months of usage.

We compared the results shown in Fig. 6(b)–(f) vis-a-vis their related results in Fig. 7 to evaluate the accuracy of the deployed DS in different aging durations. Table II shows the results. As shown, the accuracy of this DS is 99.17% when new, and remains very similar after aging. The first takeaway point from this observation is that the aging-induced accuracy loss of our DS is negligible. As shown, the VT corners of the S-Box circuit is changed with aging. For example, when Vdd = 1.2 V, a new S-Box operates properly in temperature below 105 °C, while this T corner decreases to 101 °C, 94 °C, and 86 °C after 4 months, 2 years, and 7 years of aging, respectively. Moreover, this effect is more significant under high voltages, e.g., when Vdd = 1.4 V, the S-Box can operate properly for temperatures below 125 °C, while this range decreases to 95 °C, 57 °C, and 6 °C after 4 months, 2 years, and 7 years of aging, respectively. These results confirm the necessity of embedding a robust DS in the chip circuitry to detect those failures even for aged circuits. As the results show,
Fig. 7. Effect of aging on real system (S-Box) operation status (pass/fail) in different VT conditions. (a) New Device (Age: 0). (b) Age: 4 months. (c) Age: 2 years. (d) Age: 4 years. (e) Age: 6 years. (f) Age: 7 years. our DS can detect failures of the underlying circuits with a high accuracy even after 7 years of aging.

D. Missed and False Chip Failure Detection

Although the accuracy of failure detection via our DS decreases after aging, the reduction rate is not significant. Ideally, the sensor should raise an alarm whenever the S-Box output is not correct. Moreover, ideally, no false positives (raising alarms when the circuit works properly) should be observed. Fig. 8(a) shows the rate of false and missed alarms in different aging durations. The former denotes to the cases where the sensor raises an alarm in a particular VT condition while it should not as the circuit works properly in that condition. However, missed alarms refer to the cases in which the circuit does not work properly but the DS cannot detect it via its AFN; hence it does not fire an alarm. Even though false alarms are not destructive but it is costly to not care such conditions. However, missed alarms are unhealthy for any system. Therefore, both missed and false alarms need to be taken care of. The former affects security and the latter results in availability problems. Fig. 8(a) shows the missed and false alarms in different aging duration overall 3381 VT pairs. Note that this result was extracted for AFN = 17 (using the proposed Algorithms and the values shown in Fig. 4). As shown in Fig. 8(a), for a new device, in ≈ 99.17% of cases, the circuit experiences either a false or a missed alarm (25 missed and 3 false alarms among all 3381 cases). The rate of missed alarms is approximately constant and does not change after aging. However, false alarms increase after aging albeit with a very slow rate; the increasing rate is higher for the first couple of months then saturates. As shown over 7 years of aging (84 months), the failure detection accuracy (no missed/false alarms) is at least 98.43% (compared to 99.17% for a new device). This confirms the robustness of our DS against aging.

In fact, the very few missed alarms reported for a new device in Fig. 8(a) is related to the VT pairs that are in the border of pass/fail sectors (red/gray areas) in Fig. 4. If for an application, even such low missed alarm rate is not tolerated, the chip security owner can slightly increase the AFN value used for firing alarms. This results in no missed alarm, albeit increases the false alarm rate. Please note that there is a trade-off between missed and false alarms, in that both cannot be avoided simultaneously. Fig. 8(b) shows the missed and false alarm rates when the AFN is considered as 18 (instead of nominal value 17). As shown, there is no missed alarms in this case (for an age = 0 device).

To compare the efficiency of the deployed DS vis-a-vis with its analog sensor counterpart, we extracted the rate of the missed and false alarms of the analog sensor. As discussed earlier and depicted in Fig. 4, the analog sensor considers sharp limits for voltage and temperature separately when detecting failures, i.e., as shown in this figure, temperatures higher than 85 °C and voltage higher than 1.0 V, each denote to the circuit failure. Therefore, the analog sensor fails to consider that a high temperature (>85 °C) can be made up by a higher
E. Process Quality and Process Mismatch

As mentioned earlier, after fabrication each sensor is calibrated. This results in taking the effect of process quality (P) into account. In addition, as each sensor chip is calibrated separately, process mismatch does not affect the sensor outcome in terms of failure detection rate.

F. Sensor’s Performance and Security

Scalability of the Sensor in Terms of the Time Required to Dimension the Sensor Architecture: In practice, to properly dimension the DS, Algorithm 1 should be executed. As discussed, this algorithm requires multiple SPICE simulations of at least two netlists in order to build the DS structure incrementally. However, it is noteworthy to mention that Algorithm 1 finishes in deterministic time. In addition, it is executed only one time (offline) before the characterization of the DS (specifically, network of curves displayed in Fig. 4). Thereby, the required configuration time is reasonable.

Security of the Sensor Against Side-Channel Attacks on Protected Chips: History tells us that sensitive systems can be subject to attacks whereby some analog logic is leaking information about the digital logic. Such leakage can be passive, for instance the analog logic is a communication channel which transports information from running cryptography. An example of such threat, so-called TEMPEST, is discussed in [42]. Protection against TEMPEST requires to attenuate the compromising emanation of digital data through analog channels (communication wire, power line, radiated electromagnetic field, etc.). The documents NATO SDIP-27 and USA NSTISSAM report the level of residual leakage admissible for different attack scenarios. Typically, three situations are considered (corresponding to NATO SDIP-27 levels C, B, and A): the attacker is further than 100 m away, then further than 20 m, and eventually in a neighboring room, at 1 m distance.

Recent researches such as [43], highlight that with the advent of mixed-signal System-on-Chips, the TEMPEST measurement could actually arise from within the chip. Indeed, embedded A2D converters (A2DC) could be subverted to capture “ground noise” traces during the execution of software or hardware cryptography.

Extrapolating even further, the attacker could leverage not only some A2DC, but actually the DSs themselves. An example is a smart attack in which defensive elements are paradoxically repurposed for attacking. The idea is that due to the sensitivity of cryptographic modules to perturbation attacks [44], it is expected that DSs are instantiated close to them. Thus, DSs constitute excellent (side-channel) oscilloscopes to monitor the activity of the cryptographic module which is protected via the same DS against fault attacks. Although theoretically feasible (and indeed put in place in the context of multitenant FPGAs [45]), such trace collection is challenging in practice because the DSs’ status is not publicly available. As a matter of fact, from a system-level point of view, DSs are slaves on the system-bus, which is typically addressable only through privileged instructions. Therefore, unless the attacker manages to escalate her privileges, the information related to DSs’ status is segregated from the external world. But in any case, it is worth mentioning that the confidentiality of the DSs values has to be protected, as preciously as its configuration (one shall not be able to disable the DS, for instance).

VII. Conclusion

DSs allow to detect out-of-specification environmental conditions by accurately tracking temperature (T) and voltage (V) variations. A design methodology is presented, which takes as input the operational corners, under the form of best and worst cases. The architecture of the DS is dimensioned presilicon and it is configured (by a threshold named AFN) post-silicon, thereby tolerating process variability. The coverage of the DS in the VT plane is detailed and it is shown that it covers a larger area than the intersection of best/worst case intervals considered independently for temperature and voltage. A thorough aging analysis reveals that the accuracy, in terms of false and missed alarm rate, only shifts by 1 percent over a lifespan of 7 years.

The structure of the DS can be pruned such that it only includes two flip-flops, placed after the \( n_0 \) leading buffers, at positions \( n_0 \) and \( n_0 + 1 \). This is indeed enough to monitor the VT conditions from passing the AFN threshold. Alternatively, the current DS structure (described as in Algorithm 1), can be further leveraged to detect “better” than best cases, which can be the signature of an adversarial accelerated aging attack or hardware Trojan activation. As a continuation of this study, we will develop an integrated framework to quantify the on-chip voltage and temperature via a combination of the embedded sensor circuitry discussed in this research and neural network models. Realizing this DS on real-silicon to confirm our findings is another avenue we will pave in this research in the near future.
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