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Abstract: The new EDA tools such as high level automatic synthesis and design analysis programs require measurement of testability at one or more levels of abstraction. Depending on the application and the level of the input hardware description, we may need to measure testability of a design at the gate, RTL or behavioral level. This paper presents a survey of various testability methods at these levels. In the last section of this paper, we compare these methods for their applications, speed and complexity of algorithms.

1. Introduction

With the fast growth of the VLSI technology, VLSI testing problem has gained critical significance. By applying a Design For Test (DFT) technique on a design, its testability will be improved, although it’s area and delay will be increased. In order to balance these metrics the testability measurement techniques must be considered carefully. In this paper the approaches have been classified according to design abstraction levels. We will discuss testability analysis methods at the gate, Register Transfer and behavioral levels of abstraction. The last section in this paper compares various methods and presents application of these methods in various EDA tools.

The reminder of the paper is organized as follows. Section 2 presents an overview of testability analysis methods and measures. Then Section 3 presents some gate level testability analysis methods. The testability analysis techniques at the RT level are described in Section 4; Section 5 discusses the corresponding methods at the behavioral level. Finally Section 6 presents applications of various testability analysis methods and compares the testability methods at different levels of abstractions.

2. Testability Analysis

Testability analysis is a way of showing how easy or how hard it is to test a circuit. Testability analysis is not data dependent (test data) and is only determined by the circuit structure or description. This makes the testability an intrinsic property of a circuit. The testability metrics are related to the fault coverage of a design and they are used to measure the fault sensitization and fault propagation cost during test generation.

Testability analysis can be done at the gate, Register Transfer (RT), or behavioral levels of abstraction. At the gate level, testability of a design is measured by controllability and observability. Controllability reflects the cost of setting up a specific value on a line, and observability reflects the cost of observing a specific value of a line. At the RT level, testability is mainly measured by controllability and observability at the level of vectors and RT level components. Behavioral testability is a measure of how various parts of a high-level code, or blocks of code, can be reached.

Testability measurement at the lower levels of abstraction is more accurate with a higher processing cost. On the other hand, testability measures at the higher levels involve approximations based on the topology of the circuit or coding style.

3. Gate Level Testability

Gate level testability is measured using a netlist of the circuit being analyzed. Several techniques have been proposed to measure testability at the gate level. The early work in testability analysis at this level can be seen in References 1 to 3. In these approaches the testability of each line of a design is related to its distance from the primary inputs or the primary outputs. The controllability is related to the distance of that line from the primary inputs and the observability is related to the corresponding distance from the primary outputs. Although these metrics are not precise enough to demonstrate the design testability, they are used very frequently because of simplicity of computations.

Some known approaches in this level are SCOAP [2], TMEAS [5-6], COP [7], LEVEL and CAMELOT [8-9], VICTOR and TESTSCREEN [11-12].

3.1 Generic Methods

Generally, many gate-level testability techniques are based on measuring 0-controllability, 1-controllability and observability parameters. In these methods υ-controllability is the probability of setting a line to the
value $v$, and the observability is the probability of observing the value of the line on an observable point.

Figure 1 is a simple OR gate with the inputs $X$, $Y$ and the output $Z$. The corresponding testability metrics can be measured as discussed below.

\[ C_0(Z) = C_0(X) + C_0(Y) + 1 \]
\[ C_1(Z) = \min\{C_1(X), C_1(Y)\} + 1 \]
\[ C_2(X) = C_2(Z) + C_0(Y) + 1 \]

The testability metrics for the other gates can be computed similarly. In this approach the circuit testability is defined as:

\[ TST = \sum_{i=0}^{2} k_i \left( \sum_{l=1}^{n} C_i(l) \right) \]

Where $C_i(l)$ is the corresponding testability metric of Line $l$, $n$ is the total number of the circuit lines and $k_i$s are the weights assigned to the controllability and observability values.

Some techniques consider the sensitivity analysis. The sensitivity measure ranks the flip-flops relative to each other based on detectability, which is composed of controllability and observability costs [14]. Here the controllability cost ($C_{C}(l)$) is the minimum number of clock cycles required to set Line $l$ to value $v$ and the observability cost ($O_{O}(l)$) is the number of clock cycles required to set Line $l$ to the value $v$. TCF (shown below) is the sum of the detectability of all the faults and the detectability of fault $f$ stuck at $v$ of Line $l$ ($DETF(f)$) is computed as:

\[ TCF = \sum_{f\in F} DET(f) \]
\[ DET(f) = \max\{C_r(l), E(l)\} + D(l) \]

Where $F$ is the set of the faults of the circuit, $E(l)$ is the minimum controllability cost required to propagate a fault in a path from a primary input to Line $l$ and $D(l)$ is the number of the flip-flops in the most observable path from Line $l$ to a primary output.

### 3.2 TMEAS

The TMEAS (Testability MEASurement) [5-6] algorithm has been developed for register-transfer-level circuits but it can also be applied at the gate level. The testability metrics are controllability and observability of the individual lines of a design. These metrics are between 0 & 1 and reflect the ease of controlling and observing the internal nodes. The controllability and observability of all lines in this method are determined by solving a system of simultaneous equations with the $C_Y$s and $O_Y$s as unknowns as discussed below. Assume a gate has $x_1, x_2, x_n$ as its inputs and $z_1, z_2, \ldots z_m$ as its outputs. For this element,

\[ CY(z_j) = CTF \times \frac{1}{n} \sum_{i=1}^n C_Y(x_i) \]

Where $CTF$ is the Control Transfer Factor of the gate and is computed as:

\[ CTF = \frac{1}{m} \sum_{j=1}^m \left(1 - \frac{N_j(0) - N_j(1)}{2^n}\right) \]

And $N_j(h)$ is the number of input combinations for which $z_j$ has the value $h$.

In this method observability metric is computed as shown below.

\[ OY(z_j) = OTF \times \frac{1}{m} \sum_{j=1}^m OY(z_j) \]

Where,

\[ OTF = \frac{1}{n} \sum_{i=1}^n \frac{NS_i}{2^n} \]

And $NS_i$ is the number of input combinations for which a fault on input $x_i$ can be propagated to an observable point.

The TMEAS algorithm considers the fanout effect on testability. If there is a fanout stem $S$ with $K$ branches, then the controllability and observability of each branch is changed to:

\[ CY(s) = \frac{CY(s)}{1 + \log k} \]
\[ OY(s) = 1 - \prod_{i=1}^k (1 - OY(b_i)) \]

This algorithm treats all fanouts regardless of them being reconvergent or not the same way. While, in testability measures, only reconvergent fanouts can cause dependency of testability metrics.
3.3 SCOAP
In the SCOAP (Sandia Controllability Observability Analysis Program) algorithm the controllability and observability metrics reflect the difficulty of controlling and observing the internal nodes. Here we have the combinational metrics and the sequential ones. The combinational controllability reflects the distance to the PIs (Primary Inputs) and the sequential controllability provides an estimate of the number of the time frames needed to provide a 0 or 1 at a particular node [15].

The corresponding metrics for a positive edge \( D \) flip-flop with an active low asynchronous reset \((R)\) and clock \((C)\) is defined as:

\[
CC^D(Q) = CC^C(R) + CC^C(D) + CC^C(0) + CC^C(1)
\]

\[
CC^0(Q) = \min\{CC^0(R),CC^C(R) + CC^C(D) + CC^C(0) + CC^C(1)\}
\]

\[
SC^C(Q) = |SC^C(R) + SC^C(D) + SC^C(0) + SC^C(1)| + 1
\]

\[
SC^0(Q) = \min\{SC^0(R),SC^C(R) + SC^C(D) + SC^C(0) + SC^C(1)| + 1
\]

In this method reconvergent fanouts are ignored and fanouts and their reconvergence points are treated as all other circuit lines.

Several testability analysis algorithms have been derived from SCOAP. These methods are basically the same as SCOAP but with different improvement [15]. COMET [16], ITTAP [17], ARCORP [18], DTA [19], FUNTAP [20] are some of these methods.

3.4 CAMELOT
As in TMEAS, in the CAMELOT [8-9] (Computer-Aided MEasure for LOgic Testability) testability measurement method the testability metrics are controllability and observability of individual lines of a design. These metrics are between 0 and 1 and reflect the ease of controlling and observing the internal nodes. Here the controllability of an output is defined as:

\[
CY(output) = CTF \times f((CY, inputs))
\]

where \( CTF \) is the Control Transfer Factor and is computed as:

\[
CTF = 1 - \frac{N(0) - N(1)}{N(0) + N(1)}
\]

where \( N(0) \) and \( N(1) \) are the number of the input combinations that set a value 0 or 1 on the output respectively.

4. RT Level Testability
Due to the large number of the components of a gate level circuit, measuring testability at the gate level is time consuming process. RT level testability solves this problem for the price of less accuracy.

4.1 General Approach
At the RT level, a common approach to testability analysis is based on the probabilities of data. Some of the existing algorithms propose measuring the combinational and sequential controlling and observing of the individual lines of a design. Thus there are 6 parameters associated with each line of a circuit [21].

4.2 Probability Based
Another approach based on probability has been proposed in Reference 22. In this approach, the controllability and the observability factors are based on the underlying state probability distributions for the registers of a circuit and the testability factors are related to the entropy of the state distribution. Here the current state of a register is the value being stored in that register and the controllability of the register is measured by the randomness of its value. For Register \( x \) this parameter shown by \( MR(x) \) is computed as:

\[
MR(x) = \frac{I_x}{|x|} = \frac{1}{|x|} \sum_{i=0}^{2^{|x|}} P_{x,i} \log_2 \frac{1}{P_{x,i}}
\]

In the above equation, \( P_x \) is the state probability distribution vector of Register \( x \). \( P_{x,i} \) is the probability that Register \( x \) is in state \( i \) and \( |x| \) is the bit width of the register.

In this method, the observability of Register \( x \) is measured by its transparency defined by \( MT(x) \). This parameter is the probability that a state error in Register \( x \) can be propagated to an observable point in the circuit. Thus to compute the transparency of a register, state errors must be considered. We can say that a state error occurs at Register \( x \) if under fault free conditions, the register is in state \( i \) while in the presence of a fault it is in state \( i' \neq i \). This parameter is calculated as follows:

\[
MT(x) = \bar{t}_x \cdot \bar{P}_x
\]

As shown, \( MT \) is the inner-product of \( t_x \) and \( P_x \) where \( t_x \) is an state based transparency vector and \( t_{x,i} \) (its \( i^{th} \) element) is the transparency of Register \( x \) given that its fault free state is \( i \). To compute the transparency vectors of the individual registers we have to do our computing starting with the primary outputs and move towards the primary inputs. It must be considered that all the \( t_x \) elements of a primary output are 1.

The transparency of Register \( x \) depends on the probability of propagating a state error through a logic unit for which \( x \) is an input to the next register, \( z \), and the probability of propagating the state error from that register to an observable point.
Both of these factors depend on the sensitivity of the combinational logic unit to its second input (y). Therefore, $t_{x,i}$ elements can be computed as:

$$t_{x,i} = \left[ \sum_{j=0}^{2^{n}-1} S_{ij} \otimes P_{y,j} \right] \left[ \sum_{j=0}^{2^{n}-1} I_{z,j} \otimes P_{y,j} \right]$$

Here $S_{ij}$ is the sensitivity matrix of the logic unit ($\otimes$ is the operation performed by this unit). Thus $S_{ij}$ is the probability that a state error at the left hand input of a logic unit from $i$ to $i'$ causes a state error in its output given that its second input is in state $j$. This method is relatively accurate but it is time and memory consuming.

4.3 Pattern Based

Another approach has been proposed in Reference 23. In this method the controllability of Register $x$ ($C(x)$) depends on the number of the patterns that can be set on the register and the observability of Register $x$ ($O(x)$) is computed from the number of different pattern pairs for which switching from one to the other has a different effect on the circuit output.

$$C(x) = \frac{y_1}{2^n}$$

$$O(x) = \frac{y_2}{(2^{n-1} \times (2^n - 1))}$$

In this equation, $y_1$ is the number of patterns, which can be set on Register $x$, $y_2$ is the number of the different pattern pairs in Register $x$ that have different effects on the output. Parameter $n$ is the bit width of the register. The number of different pairs that can be set on a register is $(2^{n-1} \times (2^n - 1))$.

This method considers reconvergence fanouts at the vector level. For example, if the width of the inputs of Register $x$ is $n$ and the number of shared bits between these inputs is $p$, then controllability of Register $x$ is defined as:

$$C(x) = \frac{(C_2(x) - C_1(x)) \cdot p}{n} + C_1(x)$$

In this equation, $C_1(x)$ and $C_2(x)$ are controllability of Register $x$ given that its inputs are fully independent or fully dependent on each other respectively. The number of shared bits between these two inputs is 0 or $n$. In this method loops are not allowed in the data path and the controller is assumed to be testable.

4.4 Dataflow Approach

Another method, proposed in Reference 24, is based on the testability analysis in terms of the dataflow and control structure extracted from an RTL design. Here the testability of a circuit is evaluated by sufficiency and smoothness of dataflow. Sufficiency is measured by the amount of data, while smoothness is evaluated by the implication cost to activate the dataflow. The RTL operations are classified into 2 classes. One class is the exclusive operation class and the other is the intersection operation class. An exclusive operation is an operation whose output is controlled only by one of its inputs and the intersection operation is an operation whose output is controlled by all its inputs. By evaluating the number of patterns a register can take as its value, the behavior of the registers is examined.

By definition, the data amount of a word is the number of bits required to express the values it can take. For example, for an $n$ bit word, which can take only $p$ patterns the data amount is $\log_2(p)$.

In this method, controllability of a register depends on control data amount, control implication data amount, and control step count. Control data amount is the estimated number of patterns that the output word of a register or operation can take as its value. Control implication data amount is the sum of the word length of registers that control this register. Control step count is the ratio of control implication data amount to the sum of word length of primary inputs, which are used to feed the control implication data amount.

The observability of a register depends on the observation data amount, observation implication data amount, observation step count, and observation path activation ratio. Observation data amount is the minimum word length of the observation path through which the value of output word can be propagated to an output. Observation implication data amount is the sum of word length of registers whose values need to be determined to observe the output word of this register in an observable point. Observation step count is the ratio of the observation implication data amount to the sum of word lengths of the primary inputs that are used to feed the observation implication data amount.

Observation path activation ratio is the ratio of the data amount of an input of the observation path to the corresponding parameter at the outputs of the observation path (primary outputs). By considering these parameters the testability metrics of the individual registers of a design are computed.

4.5 Simulation Based

A proposed RT level testability analysis method is based on using simulation information to compute the controllability and observability of the individual lines of a design [25].

In this method first we apply $N$ test vectors to the circuit and then quantify the testability parameters based on the number of times 1 or 0 appears on a line. The
One-Controllability of a module external Line $l$ is defined as:

$$C_l = \frac{\text{ones count}}{N}$$

$N$ is the number of test vectors and ones count is the number of times a 1 appears on Line $l$ after applying $N$ test vector. Zero-Controllability and observability are similarly defined.

4.6 BDD Based

A BDD based testability measurement is proposed in Reference 26, in which the BDD diagram of a design is considered and the number of required test vectors to test the design is evaluated considering the number of the nodes of this BDD. Here, the testability of a design is related to the number of the test vectors required to test the design.

If $G_f$ is the BDD representation of Function $f$, then the minimum number of the test vectors required to test any implementation of $f$ is:

$$V(G_f) = n - 1$$

In the above, $n$ is the number of the nodes in the BDD representation of Function $f$. Similarly, Variable Testability Measure (VTM) of Line $x$ in the RTL representation of a design is defined as the minimum number of test vectors required to test the function represented by this line. The sum of the VTM$s at the primary outputs presents the testability of the entire circuit.

4.7 Discrete Mathematics Approach

Another approach in RTL testability is using discrete mathematics concepts for testability analysis [27]. Here the circuit elements are classified into sets according to their function in the design and their role during the test application. Other sets are defined to reflect the role of circuit registers. This method is based on ipaths [33, 34] and their structures. The ipaths are the path through which the test vectors can be transferred without being modified. ipaths can be classified into two groups. One is the ipath through an element structure and the other is the ipath from the output of an element to the input of another. In this method, by considering the set theory the controllable and the observable registers of the design are determined.

4.8 TAO

TAO is another approach for high-level testability analysis. In this method, by considering the algebra of regular expressions the controllable (observable) paths to (from) a node and consequently the hard-to-test points are determined [28].

5. Behavioral Testability

Improving the testability during the early stage of a design has several benefits, including improved fault coverage, reduced test hardware overhead and design iteration time. However performing testability analysis at the behavioral level involves some approximations and is even less accurate than that performed at the RT level since in this level the allocation of the structural components is not yet determined.

5.1 Probability Based

One method proposed for the behavioral level is using randomness and transparency metrics to quantify the controllability and observability of signals embedded within a behavior. This method is the same as the entropy-based algorithm, which was described in Section 4.2. The difference is that it assumes that each signal is associated with a specific register [29].

5.2 Controllability Based

Another method in this level has been proposed in Reference 30. In this method that is controllability based, variables are classified into two groups, Completely Controllable (CC) and Non-Completely Controllable (NCC). The classification is done based on the sensitivity analysis, i.e., a variable is CC if there exists a sequence of executable paths such that after the execution of these paths the content of that variable can take any possible value by adjusting the input values, otherwise the variable is NCC. In other words, if all bits of a variable are controllable the variable is Completely Controllable.

5.3 Variable Range Based

Some methods extract testability properties by analysis of Variable Range and some other parameters. Two such methods are described here.

5.3.1 Including Statement Reachability

A variable range based method proposes analysis of Variable Range, Operation Testability and Statement Reachability [31]. If a line of code puts a limit on the Value Range of a variable, testing the corresponding hardware becomes more difficult.

In this method the $VR(l, v)$ reflects the variable range of value $v$ on Line $l$ in a behavioral design ($l \in L$). Where $L$ is the total number of the behavior specification. The Relative Value range for variable $v$ at Line $l$ is defined as:

$$RVR(l, v) = \frac{|VR(l, v)|}{|defVR(v)|}$$
Where \( \text{defVR}(v) \) is the defined value range of variable \( v \), i.e., the range of the values it can take regardless of the behavioral specification.

The second metric, Operation Testability, reflects the change in distribution of test vectors in the output of an operation assuming all possible test vectors on its inputs. The optimum case occurs when the complete and uniformly distributed test vectors in the inputs of an operation can be transmitted uniformly and completely to its output.

In the following expression \( Q(op) \) reflects the difference between the distribution on the output of an operation and a uniform distribution.

\[
Q(op) = \frac{1}{Q(op)} \left( \frac{1}{(1/b)} \right)
\]

In the above, \( b \) is the word-length of the inputs. By using Operation Testability, Test Hardness \( (TH(l)) \) and Line Operation Testability \( (LOT(l)) \) of Line \( l \) can be computed as shown below:

\[
TH(l) = \sum_{op \in Op} (1 - OpT(op))
\]

\[
LOT(l) = 1 - \frac{TH(l)}{TH_{\text{max}}}
\]

The parameter \( Op_l \) is the set of operation on Line \( l \) and \( TH_{\text{max}} \) is the maximal Test Hardness in the original specification.

The third parameter is Statement Reachability. Some testing problems of a design are due to unreachability of its statements in the control flow. Therefore, Statement Reachability is considered here. Assuming \( \text{csf}(c_i) \) and \( \text{ct}(c_i) \) of condition \( c_i \) are the set of lines in the behavioral specification which will be executed if the condition \( c_i \) is true or false respectively, then Statement Reachability of Line \( l \) is defined as:

\[
SR(l) = \prod_{c_i \in C} \left\{ \begin{array}{ll} p_f(c_i) & \text{if } l \in \text{ct}(c_i) \\ p_f(c_i) & \text{if } l \in \text{csf}(c_i) \\ 1 & \text{otherwise} \end{array} \right.
\]

Where \( p_f(c_i) \) and \( p_f(c_i) \) are the probability of condition \( c_i \) being true or false respectively and \( C \) is the set of conditions in the behavioral specification.

5.3.2 Including Statement Hardness

Another method proposes analysis of Variable Range and Statement Hardness to achieve the testability of a design [32]. Statement Hardness is defined for every line of a behavioral code, and it depends on the number of the code lines that a given line of code controls. This parameter also depends on the specific instruction contained in a line of code. For example, multiplication is more complicated than addition, which makes it harder to test. Variable Range is the same as in the previous method.

In this method it is assumed that the estimated area is a function of an operation and width of its operands. This is represented by \( \text{area}(op, w) \) for operation \( op \) with word length \( w \). Parameters for the individual operations are stored in a module library. By means of this library and the corresponding formulas, the testability values of the individual variables of a design are extracted.

For this evaluation, Statement Hardness of Line \( l \) of code \( (SH(l)) \) is defined as:

\[
SH(l) = \sum_{op \in Op} \text{area}(op, w) \times \text{control}(l)
\]

In the above, \( l \in L \) and \( Op \) is the set of operations in Line \( l \) and \( \text{control}(l) \) is the number of the statements controlled by this instruction. The Relative Statement Hardness \( (RSH(l)) \) for Line \( l \) in a behavioral specification is:

\[
RSH(l) = \frac{SH(l)}{\sum_{l \in L} SH(l)}
\]

And finally the testability of the variable \( v \) is as shown below:

\[
T(v) = \sum_{l \in L} \frac{n}{m} \times (RSH(l) + (1 - \text{VR}(l, v) \times L)
\]

In the above expression, \( n \) is the number of times the variable \( v \) occur in Line \( l \) and \( m \) is the total number of lines where variable \( v \) occur.

6. Applications and Comparisons

This section discusses applications of various testability analysis methods. Advantages and disadvantages of the methods at the three abstraction levels as well as complexity of the algorithms involved will be discussed.

Generally, gate level analysis methods are accurate but time consuming. Such methods are usually based on probability or the propagation strength of values from primary inputs through circuit lines. The challenge in these methods is handling reconvergent fanouts.

RT level testability analysis has been given some attention because of the large number of the components
at the gate level. RT level testability methods are generally based on the gate level methods, but they are vector based. Instead of gate level components, RT level components are processed. RT level testability is less accurate than that at the gate level.

Behavioral testability measure methods are based on lines of code and behavioral variables. Since register allocation and binding are not known at this level, testability parameters are applied to variables instead of registers or lines. Performing testability analysis at this level involves some approximations and is less accurate than the RT level. This is due to the fact that allocation of the structural components is not determined at this level.
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