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Abstract. Most of the energy aware routing approaches for unattended wireless sensor networks pursue multi-hop paths in order to minimize the total transmission power. Since almost in all sensor networks data are routed towards a single sink (gateway), hops close to that sink become heavily involved in packet forwarding and thus their batteries get depleted rather quickly. In addition, the interest in optimizing the transmission energy tends to increase the levels of packet relaying and thus makes queuing delay an issue, especially for real-time traffic. In this paper we investigate the potential of gateway repositioning for enhanced network performance in terms of energy, delay and throughput. We address issues related to when should the gateway be relocated, where it would be moved to and how to handle its motion without negative effect on data traffic. We present two approaches that factor in the traffic pattern for determining a new location of the gateway for optimized communication energy and timeliness respectively. The gateway movement is carefully managed in order to avoid packet losses. The proposed approaches are validated in a simulated environment.

1. Introduction

Networking unattended wireless sensors is expected to have significant impact on the efficiency of many civil and military applications, such as disaster management, environment monitoring, combat field surveillance and security [1][2][3][4][5][6]. These systems process data gathered from multiple sensors to monitor events in an area of interest. For example in a disaster management setup large number of sensors can be dropped by a helicopter. Networking these sensors can assist rescue operations by locating survivors and assessing their medical conditions, identifying risky areas and making the rescue crew more aware of the overall situation. Such application of sensor networks not only can increase the efficiency of rescue operations but also ensure the safety of the rescue crew. In addition, the use of networked set of sensors can facilitate monitoring of forests for an early detection of fires and limit personal involvement in risky military reconnaissance missions. Security applications of sensor networks include intrusion detection and criminal hunting.

Sensors measure ambient conditions related to the surrounding environment and send the collected data, usually via a radio transmitter, to a command center either directly or through a gateway. Sensors used in many of the emerging applications are disposable and expected to last until their energy drains. Therefore, energy is a very scarce resource for such sensor systems and has to be managed wisely in order to extend the life of the sensors for the duration of a particular mission. Energy efficient data routing in wireless networks generally pursues multi-hop paths in order to minimize the total transmission power. Transmission power of radio circuits is generally proportional to distance squared or even higher order for environments rich with obstacles and interference sources. The basic idea of multi-hop paths is to shorten the distance so that significant power savings can be achieved. Therefore, the bulk of research on routing in wireless sensor networks mostly aims at maximizing the lifetime of the network, allowing scalability for large number of sensor nodes and supporting tolerance of sensor’s damage and battery exhaustion [7][8][9][10][11][12].

The time for the first node to die is one of the most popular performance metrics for sensor networks. When it takes long for the first sensor to run out of energy, the network topology stays stable and data routing is performed efficiently. Since in almost all sensor networks data are routed towards a single sink, the gateway in our model, hops close to that sink become heavily involved in packet forwarding and thus their energy supply gets depleted rather quickly. When the gateway is stationary, hops that are further from the gateway have to be picked to substitute those close sensors, which are out of energy. Such scenario increases the total transmission power and gradually limits sensor coverage in the network and eventually makes the
network useless. If the gateway has limited motion capability it will be desirable to relocate the gateway close
to an area of heavy traffic or near loaded nodes in order to decrease the total transmission power and extend
the life of nodes on the path of heavy traffic.

Gateway relocation can also be beneficial in applications involving real-time traffic. In such applications,
data paths are carefully established so that certain end-to-end delay requirements are met [13][14]. The
quality of service achieved in these applications can start to diminish with increased volume of real-time data
and most of the packets can miss their specified deadlines. In order to enhance timeliness in such situations,
one of the solutions is to explore gateway’s ability to move to a location where the volume of real-time data is
high. Gateway relocation in those circumstances can balance the traffic load among multiple nodes and hence
decrease the miss rate of real-time packets. Examples of scenarios where relocation would be feasible are
when the gateway is a laptop computer or other portable devices on the backpack of a rescue crew who is not
expected to travel long distances.

Relocating the gateway during regular network operation is very challenging. The basic issues are when it
would make sense for the gateway to be relocated, where the gateway should go and how the data traffic will
be handled during the gateway’s movement. The relocation of the gateway first has to be motivated by
inefficient pattern of energy depletion or a non-tolerable increase in the number of missed deadlines when
real-time packets are involved, even if it is the best possible network operation given the traffic distribution
and network state at that time. Once the gateway detects such conditions, it should identify its most suitable
location in order to enhance network performance. It is worth noting that in some setups it may also be
desirable to continually adjust the gateway’s location to better serve the application, even if its current
position is not causing concerns.

Finding an optimal location for the gateway in a multi-hop network is very complex problem, NP hard in
nature. The complexity is mainly resulting from two factors. The first factor is the potentially infinite possible
positions that the gateway can be moved to. Second, for every interim solution considered during the search
for an optimal location, a new multi-hop network topology needs to be established in order to qualify that
interim solution in comparison to the current or previously picked location in the search. A mathematical
formulation of the problem would involve huge number of parameters including the positions of all deployed
sensors, their state information such as energy level, transmission range, etc., and the sources of data in the
networks. Given the large number of nodes typically involved in applications of wireless unattended sensor
networks, the pursuance of exhaustive search will be impractical. In addition, the dynamic nature of the
network makes the sensor state and sources of data variant and the optimization process would have to be
repeated when the gateway is to be moved multiple times.

Besides such complexity of the optimization problem, the gateway has to perform a trade-off analysis
between the gain achieved by going to a new location and the overhead that the relocation imposes on
sensors. For example, when energy metrics are of utmost concern the impact on the lifetime of an individual
sensor has to be considered as well as system level metrics such as average energy per packet. If the
relocation is justified, the gateway moves towards that location. While the gateway is on the move, it must
ensure that data are not lost. Data loss can be caused by packet drops when the gateway moves out of the
transmission range of some of the sensors that directly communicate with the gateway.

In this paper, we study the three issues of when, where and how to relocate the gateway node. We pursue
a heuristic search that is based on the current network topology and traffic pattern. We first consider
relocating the gateway under unconstrained traffic. We use the traffic density times the transmission power as
a metric for monitoring the network operation and searching for the best gateway location. Our approach
tracks the changes in the nodes that act as the closest hop to the gateway and the traffic density going through
these hops. If the distance between the gateway and some of the nodes that are in direct communication is
larger than a threshold value, the gateway will qualify the impact of these nodes on the overall network
lifetime by considering the number of packets routed through them. If the transmission power times the traffic
density is large enough, the gateway will consider relocating to a new position. Such consideration does not
mean that the gateway will certainly move. The gain for the potential relocation is further qualified against the
overhead imposed on sensor nodes by the gateway’s relocation.
Secondly, we consider relocation of the gateway in the presence of real-time traffic. We present a novel relocation mechanism for enhanced on-time data delivery in sensor networks. When the average rate of deadline misses for real-time packets starts to increase, our approach pursues moving the gateway to a better position in order to maintain the same or even better level of timeliness. To determine the new gateway’s position, we identify locations on or close to the most heavily loaded last-hop node and try to split the incoming traffic passing through that node without extending the delay experienced by real-time packets over other routes. As long as the gateway remains within the transmission range of all the last-hop nodes, we maintain the same routes that were set initially. If it is expected that the new location will put the gateway out of the transmission range of some of the last hop nodes in the current routes, new forwarder nodes that are not involved in any routing activity are selected. Such unused nodes will introduce very little queuing delay, which is desirable for on-time delivery of all real-time packets that use these nodes as relays. If suitable forwarder nodes cannot be found, relocation is either not considered or a new network topology is set at the new location depending on the overhead that rerouting will introduce relative to the gain in timeliness.

In the balance of this section, we describe our system model and survey related work. Section 2 presents our approach for triggering and handling the gateway repositioning under unconstrained traffic. Section 3 addresses the when, where and how issues of gateway relocation in the presence of real-time traffic. Section 4 is dedicated for the experimental validation of the presented approaches, describing the simulation environment and analyzing performance results. Finally, the paper is concluded with a summary in section 5.

1.1. System Model
A set of sensors is spread throughout an area of interest to detect and possibly track events/targets in this area. The sensors are battery-operated and are empowered with limited data processing engines. The mission of these sensors is dynamically changing to serve the need of a command center. A gateway node, which is significantly less energy-constrained than the sensors, is deployed in the physical proximity of sensors. The gateway is assumed to know the geographical location of deployed sensors. Sensors are discovered through repeated beacons or through surveying the area of interest [15][16]. The gateway is responsible for organizing the activities at sensor nodes to achieve a mission, fusing data collected by sensor nodes, coordinating communication among sensor nodes and interacting with the command node. The gateway node sends to the command node reports generated through fusion of sensor readings, e.g. tracks of detected targets. The command node presents these reports to the user and performs system-level fusion of the collected reports for overall situation awareness. The system architecture for the sensor network is depicted in Fig. 1.

While sensor nodes are stationary, we are considering a gateway that has limited motion capabilities. For example the gateway can be a portable computer in the backpack of a rescue crew or on an emergency vehicle. The gateway remains stationary unless the network operation becomes inefficient. The gateway can relocate to another position in order to optimize some performance metrics, e.g. maximizing network lifetime. Sensors are assumed to be within the communication range of the gateway node. The sensor is assumed to be capable of operating in an active mode or a low-power stand-by mode. The sensing, processing and radio circuits can be powered on and off. In addition, the radio’s transmission power is assumed to be
programmable for a required range. It is worth noting that most of these capabilities are available on some of the advanced sensors, e.g. the Acoustic Ballistic Module from SenTech Inc. [17]. It is also assumed that the sensor can act as a relay to forward data from another sensor. We refer to the gateway’s selection of a subset of the sensors for probing the environment as network organization and to the data routing and medium access arbitration as network management.

1.2. Related Work
The limited energy supply of sensor nodes necessitates energy-awareness at most layers of networking protocol stack including the network layer. In addition, many applications of sensor networks require the deployment of a large number of sensor nodes making it impractical to build a global addressing scheme. Moreover, in contrary to contemporary communication networks almost all applications of sensor networks require the flow of sensed data from multiple sources to a particular sink. These unique characteristics of sensor networks have made efficient routing of sensor data one of the technical challenges in wireless sensor networks [12]. While a number of routing protocols pursued a data centric methodology by naming the data [8][9], some considered clustering the sensor nodes in order to decrease the number of transmitted messages to the sink node and have a more scalable setup [7][18]. Other protocols either adopted a location-based routes setup [19][20] or strived to achieve energy saving through activation of a limited subset of nodes [21][22]. In addition, with the increasing interest in the applications that require certain end-to-end performance guarantees, a few routing protocols have been proposed for providing energy-efficient relaying of delay-constrained data [13][14]. To the best of our knowledge the issue of gateway relocation in sensor networks has not been addressed in the literature. While the goals of most published techniques are increasing network lifetime and on-time delivery of data through clever architecture and management of the network, none of the work considered the possibility of relocating the sink (gateway) node for enhanced network performance.

Gateway positioning has been also investigated in the context of wireless local area network and cellular infrastructure [23][24]. The gateways, also called base stations, in these systems are stationary in nature and are placed in order to achieve coverage of an area or a building using the minimal number of gateway units. Another related work to gateway optimal positioning is reported in [25][26]. The considered model is to use the gateway node as a direct router for a group of mobile nodes that would be otherwise unreachable due to topological reasons such as blockages. Unlike our model the gateway’s capability to move is not constrained. The problem addressed is to find the optimal place for the gateway node to best serve the group in terms of latency and throughput. The pursed approach is to move the gateway to the weighted geographic centroid of the group by considering the location and traffic generated by nodes regardless the established routes. Determining the gateway position is formulated as an optimization problem. The gateway applies the repositioning algorithm at each sampling instant to gradually get closer to the nodes that generate the highest traffic and to respond to changes in the node locations. Our work is path-based and does not just consider nodes. We argue that it is not possible to optimally place the gateway without considering the network topology and inter-node links. We also observe that frequent changes to the network topology can impose overhead that can surpass the value of the relocation from a system’s point of view.

2. Gateway Relocation for Increased Efficiency
Although the energy-aware multi-hop routing, e.g. [18], does dynamically adapt to changes in sensor’s energy and traffic pattern, sensors nearby the gateway die quickly as they are the most utilized nodes in the network. As a result, communication with the gateway would use farther hops and the node’s energy utilized for communication with the gateway would be considerably higher. Such effect can spread in a spiral manner, thus draining the sensors energy and hence shortening the lifetime of the network. To stop such pattern of energy depletion, we propose relocating the gateway. We consider a model of limited or constrained gateway motion. Example scenarios include when the gateway is a portable computer that can be carried and dropped in another location.

As discussed earlier, the problem of relocating the gateway is a very complex optimization problem due to the infinite solution space and the excessively large number of parameters involved. In addition, a new set
of energy-efficient routes has to be established for every interim search point in order to qualify the impact on the optimization objective. Since such complexity can be undesirably a resource burden for the gateway, we follow a heuristic approach instead. The main idea of the search heuristics is to move the gateway towards the sources of largest traffic. Such approach has multiple advantages. First, the gateway will be in the area where more nodes are collecting data and thus communication-related energy consumption will be reduced. It is thus expected that the average energy per packet gets reduced. In addition, nodes collecting the most data will be closer to the gateway and most probably fewer hops will be involved lowering the overall latency time for data collection. Moreover, the packet throughput will be higher since it is expected that messages pass through fewer hops and travel shorter distances making them less likely to be dropped. In summary, such approach for relocating the gateway not only can increase network lifetime but also enhance other performance metrics like latency and throughput.

To achieve such performance gains, one needs to address the basic questions of when to relocate the gateway, where to place it and how to handle data traffic during the transition. In this section we address these three issues for non-constrained traffic basing the analysis on energy metrics. In the next section, we investigate latency-motivated gateway repositioning with a goal of enhancing timeliness of delay-constrained traffic.

2.1. When to Move the Gateway

The decision for a gateway movement has to be based on an unacceptable performance despite the use of the most effective methodology for route setup. Once the gateway detects such unacceptable performance it will consider moving to a new position. Such consideration does not necessarily lead to an actual relocation. The gateway qualifies the impact of the potential new position on the quality of the route setup, measured in some static metric. If the impact is positive, the gateway starts to move. Therefore the “When” and “Where” issues of the gateway movement are very closely inter-related. The following notation is used in deriving the condition for beneficial gateway relocation:

\[
\begin{align*}
G & : \text{Gateway node} \\
S_1 & : \text{Set of sensors which are less than distance } D \text{ away from the gateway} \\
S_R & : \text{Set of sensors selected by the routing algorithm which are one hop away from the gateway on the current active set of routes} \\
R & : \text{Reachable range of the transmission of the nodes in } S_R \\
S_{R1} & : \text{Set of sensors in } S_R \text{ which are also in } S_1, \text{i.e. } S_{R1} = S_1 \cap S_R \\
S_{1}^{\text{new}} & : \text{Set of sensors which are less than distance } D \text{ away from the gateway when placed at a different position than the current one} \\
S_{R}^{\text{new}} & : \text{Set of sensors selected by the routing algorithm which are one hop away from the gateway on the new route when placed at a different position than the current one} \\
S_{R2} & : \text{Set of sensors in } S_{R}^{\text{new}} \text{ which are also in } S_{1}^{\text{new}}, \text{i.e. } S_{R2} = S_{1}^{\text{new}} \cap S_{R}^{\text{new}} \\
P_i & : \text{The packet traffic measured as the number of packets per frame, going through a node } i \\
PT & : \text{A set consisting of packet traffic of each sensor in } S_{R1} \text{ in an ascending order} \\
PT^{\text{new}} & : \text{A set consisting of packet traffic of each sensor in } S_{R2} \text{ in an ascending order} \\
E_{(TRi)} & : \text{Energy consumed by a node } i \text{ in transmission of a packet to the next hop}
\end{align*}
\]

Note that \(S_{1}^{\text{new}}, S_{R}^{\text{new}}, S_{R2}\) and \(PT^{\text{new}}\) are calculated by placing the gateway at the new location. The basic idea is for the gateway to check the changes in data paths in consecutive routing cycles. Typically re-routing is performed in response to a high packet loss caused by the energy depletion or failure of a relay node, or is triggered by a change in data sources that requires setting a new topology [18]. When comparing routes in two consecutive cycles, if the data sources are the same and the nodes in previous \(S_{R1}\) differs from that the current \(S_{R1}\), the gateway perform further analysis. The gateway checks the nodes that used to be in the
previous $S_{R1}$ and are excluded from the new $S_{R1}$. If these nodes were among the bottom $x\%$ of the set $PT$, relocation would not be necessary. On the other hand if these nodes were forwarding high traffic (among top (1- $x$)$\%$ in $PT$), the gateway perform a heuristic search for a better position. It should be noted that the $x\%$ cutoff depends on the data generation rate.

To qualify the impact of placing the gateway at a new position, some static network performance metric have to be used. Most of the popular performance metrics for sensor networks, such as average delay per packet and throughput, are based on the network operation over a period of time and are typically network-wide in scope. Therefore, we use as a metric the total transmission energy of the relay node that are one-hop away from the gateway, basically those in $S_R$ and $S_{R new}$. A positive impact on the total transmission energy for these nodes would be a good indication for the gateway motion. However, the reduction in the total transmission energy has to exceed an application threshold to justify the overhead, as discussed later in this section. A constant $\Delta$ can be derived based on the overhead for handling the motion both at the gateway and at the network level. The condition for relocation can be mathematically defined as:

$$\sum_{\forall \in S_R} E_{(TR)} \times P_i - \sum_{\forall \in S_{R new}} E_{(TR)} \times P_j > \Delta$$

As mentioned earlier, finding an optimal new location for the gateway is an implicit issue for the relocation decision. Optimal placement of the gateway is an NP-hard problem in the general term. Therefore we purse a heuristic search and settle for a sub-optimal location to overcome such complexity. In the next subsection we explain such heuristic approach.

### 2.2. New Gateway’s Position

Determining the new position to which the gateway would relocate is the central problem. To limit the complexity of such optimization we determine few directions for the gateway motion based on the current network traffic. The idea is to move the gateway towards the sensors that generate the most number of packets. However, it may be infeasible for the gateway to go very far from its current position due to limited mobility resources or harsh terrain. Moreover, a big move in one direction may cause the gateway to lose connectivity to other data sources; an issue that is not easy to sufficiently handle by extending the path from these sources due to a shortage in the available live nodes in $S_i$ that can act as forwarders. In addition, the topology of the sensor network changes dynamically and thus there is a risk for wasting substantial resources for reaching a far position, which turns shortly after to be not optimal due to changes in the environment. To achieve similar effect, we try placing the gateway close to the relay nodes in $S_R$, which routes the largest number of packets. To identify such relay nodes, the list $PT$ is consulted and the top nodes on the list are picked as candidates.

If the top node in $PT$ is dominating in terms of traffic density, the gateway is to move towards that node. For simplicity we use a linear motion pattern, i.e. the gateway move in a straight line. In case multiple relay sensors share that dominance in packet traffic, a weighted average based on the distance between the gateway and these relay sensors and their traffic density is pursued. The idea is to balance the gateway’s interest while picking the direction of the move. A position that is equidistant, in terms of distance $\times$ traffic density, from the relay sensors on the different high traffic paths is calculated. Finding such a position is similar to identifying the centroid of a polygon consisting of multiple points. An algorithm for identifying the centroid is sketched in Appendix B [38]. We have studied the implication of the number of selected relays nodes (polygon corners) on

![Fig. 2:](image-url) The gateway balances its interest in serving nodes A and B according to their proximity and traffic density while setting the direction of motion and also considers node C’s transmission range when deciding on how far it should travel in that direction.
performance, in terms of energy and throughput, through simulation. The results, as we discuss in section 4, indicates that considering the nodes up to the median of $PT$ tends to results in the best performance gains.

While positioning the gateway at the centroid will be ideal for high traffic paths, it can worsen the total power consumed on other paths with lower traffic density. Therefore, the gateway will validate the overall impact on transmission energy before confirming the move. The expected network topology at the new location is checked to ensure that the total transmission energy of nodes in $S_{new}$ is significantly less than those of $S_R$. Fig. 2 illustrates how to pick the direction of the gateway movement. The traffic density is annotated next to the link between the nodes A, B, C and the gateway. Nodes A and B are the top two relay nodes in $PT$. Balancing the interest of the relay nodes A and B changes the slope of the gateway travel path. However, moving the gateway at the position $g$ may get it out the transmission range of node C. Therefore the gateway has to ensure that node C stays reachable by increasing its transmission power or by involving forwarder nodes, as we explain next.

2.3. Handling Packet Delivery during the Move

Once the new location of the gateway has been picked and confirmed to enhance the performance of the sensor network, a plan for moving the gateway without losing the packets destined to it has to be generated. Our gateway motion handling mechanism tries to maintain continual packet delivery to the gateway while restricting changes to the network topology. Avoiding radical changes to the data routes limits the disruption of on-going data traffic and also curtails the overhead that the gateway’s relocation introduces to the network. We pursue two alternative approaches based on the current network state. In the first approach the transmission power of some sensors is adjusted to ensure that data packets can reach the gateway (Fig 3). The second approach designates some forwarders to extend the current routes (Fig. 4).

![Fig. 3: Range of nodes that directly communicate with the gateway is increased to ensure uninterrupted message delivery until the gateway reaches the next intermediate position](image)

![Fig. 4: Sensors C₁, C₂ and C₃ act as relays to forward messages from C during gateway motion. Sensors D and A act as relays B₁ and B₂ respectively for messages from B.](image)

The gateway is assumed to move towards its new position in strides. The strides are to be in straight line between intermediate points. At each intermediate point, the gateway checks whether it can still be reachable by the last hops while traveling on the next stride. If the gateway at the new intermediate point stays within the transmission range of the last hop nodes, the gateway will simply indicate to these nodes the need for adjusting the output power of their radio to cover the gateway’s next move. The gateway can then start approaching the new intermediate point without worrying about the potential of broken links. If the gateway detects that it can lose connectivity to the last hop nodes while on the move, it explores the option of employing sensor nodes to forward the packets. Once, it assesses the need for employing forwarder nodes, the routes are extended by those forwarders and that information is sent to relevant sensor nodes. This procedure is repeated till reaching the new position set by the relocation algorithm.
2.4. Pseudo Code and Complexity Analysis of the Algorithm

The proposed algorithm for the relocation is depicted in Fig. 5. Once an unacceptable performance is observed and the gateway relocation is considered in line 1, we identify $m$ nodes that are one hop away from the gateway and relay the highest data traffic in line 2. The new location for the gateway is estimated to be equidistant, in terms of distance $\times$ traffic density, from these $m$ nodes (line 3). As mentioned earlier, this is similar to the problem of finding the centroid of $m$ points. It should be noted that if the relocation is geared for continual performance enhancement, line 1 will be simply a time-based activation. The value of $m$ can be set to be as simple as 3 and can be as high as the $|PT|$. We study the choice of $m$ experimentally in section 4. In the next step, line 4, the routing algorithm is run based on the assumption that the gateway is placed at the new location found in line 3. In order to qualify the impact of relocation, total sensors’ transmission power for the old and new gateway locations is calculated in lines 5 and 6 respectively. In line 7, we check if the gain in terms of transmission power is more than a certain threshold. If this is the case, the gateway is moved to the new location (line 8), otherwise it remains at the old location (line 9).

```
RelocationAssess()
1 if an unacceptable performance is detected consider relocating the Gateway (G) /* Find a new location to move G */
2 Identify the m nodes $k_1, k_2, k_3, \ldots, k_m$ with the highest Packet traffic going through it.
3 Find Pos($G_{new}$) = Centroid($k_1, k_2, k_3, \ldots, k_m$) /* Using centroid computation */
4 Get the new routes and the set $S_{new}$ based on Pos($G_{new}$)
5 $TPower_{Old} \leftarrow \sum_{j \in S_R} E_{(Tr_j)} * P_j$ /* Compute total Power at old position */
6 $TPower_{New} \leftarrow \sum_{i \in S_{new}} E_{(Tr_i)} * P_i$ /*Compute total power at new position*/
7 if ($TPower_{Old} < TPower_{New} + \Delta$) /* $\Delta$ is the threshold */
8 Relocate (G, Pos($G_{new}$))
9 else Remain at the same location

Relocate(G, Pos)
10 While (Pos is not reached)
11 Proceed one stride
12 for ($\forall j \in LastHopNodes$) /* The list of nodes within one hop neighbor of G */ /*TRange is the transmission range of a sensor, $G_{next}$ is the next location of G */
13 if (Dist(j, $G_{next}$) > TRange[j]) /* The gateway will get out of range */
14 FindForwarder(j); /* Find another node to relay the packets */
15 else TransmissionRange[j] <- Dist(j, $G_{next}$)
16 FindForwarder(i, $G_{next}$) /*Find a relay node i between the next position of G and node j */
17 Update RouteTable[i];
18 if (i not in LastHopNodes) /*Update the list of LastHopNodes accordingly*/
19 begin
20 Add i to LastHopNodes
21 UpdateRouteTable[i];
22 end
23 Remove j from LastHopNodes
```

Fig. 5: Gateway relocation heuristics for enhancing the energy-efficiency of network operation
When the gateway starts to move towards its new position (lines 10-11), at each stride, the algorithm checks each sensor in the list of nodes that are one hop away from the gateway (i.e. LastHopNodes) to identify those which the gateway will get out of their range at the next intermediate position namely $G_{next}$ (lines 12-13). For each of those nodes, a forwarder is found in line 14. If the gateway stays reachable, the last hop node adjusts its transmission power so that the gateway receives the messages uninterruptedly until reaching the next intermediate position (line 15). Line 16 reflects the criteria for selecting the forwarder; basically the forwarder has to reach both the gateway and the considered last hop node “j” while having sufficient energy to play its role. In case of multiple alternatives, the one with the larger remaining energy is picked. The routing table for the considered last hop node “j” is updated in line 17. If the forwarder node “i” is not a member of the list LastHopNodes, it will be added in lines 18-20 and its routing table is updated accordingly in line 21.

In order to assess the complexity of the relocation algorithm, we consider the number of iterations in the function “Relocate” (line 10) and the function “FindForwarder” (line 16). Relocate checks the last hop nodes that directly communicate with the gateway in order to identify any node that may not be able to reach the gateway during the next move. Assuming the number of nodes in LastHopNodes is $l$, the number of iterations to skim through that list will be $O(l)$. When the gateway is moved to a new location and loses connection with some of the nodes in LastHopNodes, a forwarder is to be found for each of such nodes. In order to find such forwarders, $l*(n-1)$ iteration is made since in the worst case a forwarder needs to be identified for every node in the LastHopNodes list and all deployed sensors other than the node under consideration may have to be checked for being a potential forwarder. Therefore, the total number of iterations will be $l + l*(n-1)=l*n$ which will be $O(n^2)$ in the worst case. We argue that such complexity would not make relocation of the gateway a major resource burden.

3. Enhancing Timeliness of Delay-Constrained Traffic

In the previous section, we have addressed the issues of gateway relocation with an objective of minimizing the energy consumption and extending the network lifetime. While our approach is expected, and also confirmed by our experiments discussed in section 5, to decrease the average delay per packet, it does not always improve timeliness of traffic that is constrained in end-to-end delay. Favoring motion in the direction of high sources of data may extend the delay experienced by time-constrained data, which happen to be generated by sensors, topologically at the opposite end. In this section, we study the issues of gateway relocation that is motivated by diminishing timeliness of delay-constrained traffic.

Recently, there has been a growing interest in sensor networks applications that require certain performance guarantees such as end-to-end delay. For example, routing of imaging data in a battle environment requires careful handling in order to ensure that the end-to-end delay is within acceptable range and the images are received properly without any distortion. Other typical applications include real-time target tracking, emergent event triggering in monitoring applications and critical information relaying in emergency applications. Routing sensor data in these applications not only should pursue the most energy efficient path but should also ensure soft real-time delay guarantees over the duration of a connection [13][14].

The location of the gateway becomes influential when real-time traffic is involved. For instance, when routes to the gateway get congested, most requests for establishing paths for real-time data may be denied or the deadline miss rate of real-time packets may increase significantly. Traffic congestion can be caused by an increase in the number of real-time data packets coming from nodes close to a recent event. In such circumstances, it may not be feasible to meet the requirements for real-time data delivery. If the gateway has a capability to move, it can be beneficial to relocate the gateway close to the occurring event in order to spread the traffic on additional hops and to increase the feasibility for meeting the real-time delivery requirements. It should be noted that this scenario cannot be handled using our approach described earlier since there may be unconstrained traffic that leads the motion to a different direction, or even deems the relocation useless.

Based on the observations above, we define the problem as follows: Given the location of the gateway and currently established routes for delay-constrained data, we are interested in relocating the gateway to a new position such that lower deadline miss rate is achieved without a significant increase in the energy usage.
in the network. As stated in section 2, exhaustive search algorithms are too complex and resource demanding and thus are not suitable for sensor networks. Instead a heuristic approach is pursued. In this section, we first describe the underlying routing mechanism for real-time data and then explain our approach for when, where and how to relocate the gateway for increased timeliness.

3.1. Real-time Routing Mechanism

The routing approach for supporting real-time traffic is based on the model defined in [14]. Each node employs a packet scheduling discipline that approximates Generalized Processor Sharing (GPS) [27]. GPS achieves exact weighted fairness by dedicating a separate FIFO queue for each session (flow) and serving an infinitely small amount of data from each queue in a weighted round robin fashion. The packetized version of GPS is called Weighted Fair Queuing (WFQ). One interesting property of WFQ is that when combined with leaky bucket constrained sources, it can provide upper end-to-end delay bounds for each flow [28][29].

Assuming flow \( i \) is constrained by a leaky bucket with parameters \((s_i, r_i)\), the maximum end-to-end delay (transmission + queuing delay) for a packet of flow \( i \) under WFQ, given in [29], is:

\[
D(i) \leq \frac{\sigma_i}{g(i)} + \sum_{m=1}^{M} \frac{P_{\text{max}}(i)}{g_i^m} + \sum_{m=1}^{M} \frac{P_{\text{max}}}{C}
\]

where,
- \( C \) is the outgoing link bandwidth
- \( P_{\text{max}}(i) \) is maximum packet size for flow \( i \)
- \( P_{\text{max}} \) is maximum packet size in the network
- \( g_i^m \) is the service rate on node \( m \) for flow \( i \)
- \( g(i) \) is the minimum of all service rates for flow \( i \)
- \( M \) is the number of nodes on path of flow \( i \)
- \( \Phi_i \) is the link share on node \( m \) for flow \( i \)

\[
g_i^m = \frac{\Phi_i^m}{C}
\]

The approach of [14] uses an approximation of WFQ by considering each imaging sensor node as a source of different real-time flow with only one real-time queue to accommodate the real-time data coming from these multiple flows (Fig. 6). This model is used due to two reasons: First, having a different queue for each real-time flow will be inefficient given the storage capacity of a sensor node. Second, the real-time flows are generated dynamically depending on the number of active imaging sensors. Since the number of such flows can change during the sensing activity, having one queue will reduce the maintenance overhead.

The service ratio \( \nu \) is the bandwidth ratio set by the gateway and is used in allocating the amount of bandwidth to be dedicated to the real-time and non-real-time traffic on a particular outgoing link. This value is also used to calculate the service rate for each type of traffic on that particular node, with \( r_m \) and \((1 - r_m) \mu \) being respectively the service rate for real-time and non-real-time data on sensor node \( m \). In this case, \( r_m \) for the real-time queue on a node is the summation of link shares \((\Phi_1^m, \Phi_2^m, \ldots, \Phi_N^m)\) of all real-time flows passing through that node as shown in Fig. 6. Each link share is calculated through the formula (2).

In order to setup real-time routes to the gateway, the approach first obtains a set of energy-efficient paths for each real-time source sorted in an ascending order with respect to the energy consumed per packet. These paths are further checked, starting from the most energy efficient one, in order to identify the path that can meet the end-to-end delay requirement. A path meets the timeliness requirement if an appropriate \( r \)-value can be set for each node on that path. Finally, the real-time connection is established for the picked path.
3.2. Gateway Relocation Approach

Again the relocation approach has to address the three issues: when to relocate the gateway, where to place it and how to handle its motion without disrupting the network traffic. The following analyzes these issues and describes our algorithm.

Assessing gateway’s relocation: Given the delay-constrained nature of the real-time traffic, the need for relocation can be observed by monitoring a timeliness-based metric such as the deadline miss rate. In the underlying routing mechanism the miss rate is indirectly related to finding proper $r$-values. Recall that, the mechanism for real-time routing basically tries to find feasible $r$-values by considering every path from sources of real-time data to the gateway. In cases where proper $r$-values between 0 and 1 cannot be found, the connection is simply rejected and the path is not established. Moreover, even when proper $r$-values are found, the miss rate can start to grow due to detection of new events that cause the generation of real-time packets at a higher rate than planned and thus leading to increased congestion. Therefore, the trigger for relocation can be the unacceptable increase in the miss rate of real-time packets. In our approach, the gateway will set a threshold for the maximum level of miss rate by maintaining such statistics periodically and consider relocating the gateway to a better position when such threshold is reached. Since some deadline misses can result from packet retransmitting caused by transient noise, instantaneous relocation of the gateway would not help much. Therefore, setting a threshold will ensure that the misses are persistent and resultant from high traffic on some relaying nodes. It is worth noting that the gateway can be relocated more than once whenever necessary during the data traffic cycles since our handling of the gateway motion, discussed later in this section, strives to preserve the current route setup. We also like to note that the assessment of the gateway’s relocation can be conducted periodically; motivated by a continual quest for improving the network performance as explained in section 2.

Finding new gateway’s position: After deciding that the gateway is to be relocated, the next step is to identify a better position for the gateway. The main aim here is to move the gateway towards the loaded nodes in terms of real-time traffic so that the end-to-end delay can be decreased. Therefore, our approach first browses the set of last hop nodes, i.e. the nodes that directly transmit to the gateway, in order to pick the hop with the biggest $r$-value and consider relocating the gateway at the position of that hop. This strategy brings two advantages: (1) it can decrease the average end-to-end delay since real-time data packets have to travel a fewer number of hops; (2) it will allow admitting more real-time flows since the load is alleviated by splitting the traffic.

However, identifying a new position for the gateway does not necessarily mean that the gateway will be relocated. Before moving the gateway, an analysis is performed in order to assess the potential overhead that will be introduced. Such overhead will be due to any necessary route adjustment when the gateway goes out of the transmission range of some of the other last hop nodes. If this is the case, additional relay nodes should be identified to maintain uninterrupted data delivery and consequently some routes will need to be updated accordingly. While involving such additional relay nodes will boost the end-to-end delay for real-time packets and increase energy consumption, forming a new network topology based on the new position of the gateway can be undesirable due to the control traffic overhead and the disruption of data collection [18][30]. In addition to handling the loss of connectivity, we do not consider larger movements for the gateway in order to avoid excessive relocation is such dynamic environment, as also stated in Section 2.2. Instead of making big moves, we pursue a cautious approach in order to ensure that the network topology stayed adjustable without disrupting data delivery. It is worth noting that the gateway can be further relocated as deemed necessary.

Therefore, when a new position is nominated, our approach first checks whether at the new location the gateway will go out of the transmission range of the last hop nodes on the current routes. This is also used for breaking the ties when multiple alternative nodes with the same $r$-value are found. In such circumstances, if the other last hop nodes can still reach the gateway by increasing their transmission power, relocation can be performed safely. A pictorial illustration of this situation is depicted in Fig. 7a and 7b. If we assume that there is an occurring event on north-west of node A, many of the imaging sensors that are sources of real-time traffic will be turned on in that region, increasing the traffic density flowing through node A (Fig. 7a). In this case, most of the routes passing through node A will be rejected since the limited service rate on node A...
increases the end-to-end queuing delay. However, the load on node A can be alleviated by moving the gateway to the location of A since the queuing delay at node A will be completely avoided. If the gateway is still reachable by nodes B and C, they just increase their transmission power for uninterrupted data delivery as seen in Fig 7b.

If the new location requires some topology changes, our approach considers alternative positions that might be feasible for the gateway to be positioned at without causing any effect on the network topology. Such alternatives include the location of one of the siblings of the node with the biggest $r$-value or some other location that will be closer to that sibling and enable data relaying without affecting the latency of other real-time packets. Here the selection of the sibling node is decided based on its $r$-value since targeting the sibling with the biggest $r$-value can help best in splitting the real-time traffic and hence decrease the queuing delay. An example of this situation is shown in Fig. 7c. In this case, $A_1$, which is the sibling of A with the biggest $r$-value, is picked and the gateway is relocated closer to that node so that the load of A is split between A and $A_1$. Such relocation does not require any route updates for the current topology. Note that, the new position of the gateway should be within the communication range of $A_1$, A, B and C so that the traffic passing through $A_1$ can be directed to the gateway and at the same time nodes A, B and C can still reach the gateway without any need to adjust the routes.

In cases where a new location that will keep the gateway in range cannot be found, our approach strives to minimize the overhead of adjusting the routes. New forwarder nodes that are not currently part of any routes

---

**Fig. 7:** (a) Initial routes (b) Gateway is relocated to the location of A if it is not out of range of C and B. (c) If that is not possible, the gateway is relocated to a location close to B. (d) Otherwise unused forwarders $B_1$ and $C_1$ are found for relaying of traffic from B and C
of real-time data are picked for each of the last hop node in order to provide uninterrupted delivery of real-time packets. Since such nodes will not introduce extra queuing delay for real-time data, this will not affect the end-to-end delay of real-time data using that path. An example is shown in Fig. 7d. In this case, nodes $B_1$ and $C_1$, which are not part of any existing routes, are designated as forwarders for nodes $B$ and $C$ respectively. Failure to find such forwarders will result in keeping the gateway in its current position since the possible gain in relocation can be degraded due to increased delay on some routes, as explained above. It should be noted that in some network architectures the gain achieved by the gateway relocation is valued more than the rerouting overhead. In such architectures it would make sense not to give up on gateway relocation if the network topology cannot be maintained. Since this scenario depends highly on the routing protocol and network management strategy, we have decided to flag such case in our algorithm for further architecture specific analysis or to simply seize the gateway movement.

**Managing the Move:** The continual delivery of data packets while the gateway is on the move is provided through the same mechanism discussed in the previous section when no real-time traffic is involved. However, when we explore the option of employing forwarder nodes, the addition of new relays can increase the end-to-end delay and cause some packets to miss their deadlines. Therefore, ideal forwarder nodes should not be currently involved in relaying real-time traffic as stated earlier.

### 3.3. Detailed Algorithm

The proposed algorithm for gateway relocation is shown in Fig. 8. The gateway monitors the miss rate for real-time data periodically to detect situations when there is a need for relocation (line 1-2). Again, the motive for relocation can also be a desire to improve timeless of packet delivery and not just a reaction to unacceptable deadline misses. If the gateway motion is justified, a new position is identified (line 3) and the gateway starts to move to its new location (lines 4-5). In order to designate a new location for the gateway, the algorithm finds the location of the node $m$ with the biggest $r$-value in line 6. In case of ties, the closest node to the gateway will be picked. Once the new location is identified, the algorithm checks in line 7 whether moving to that location will require employing forwarder nodes or not. The need for forwarders can be determined by comparing the distance to the new location and transmission ranges of the nodes in $LastHopNodes$. Since the inclusion of forwarders can increase delay on the route, alternative locations are searched in line 8. In this case, we consider a location that will be within the transmission range of the sibling node of $m$ that has the largest $r$-value and at the same time will keep connectivity with other nodes in the $LastHopNodes$ (line 9). If no such location is available, it means that employing forwarder nodes is unavoidable and the algorithm assumes the new gateway position as the location of node $m$ and looks for forwarder nodes that are not currently part of any data paths (lines 10 and 14). When such forwarders cannot be identified (line 12), relocation will not be performed and new position of the gateway remains the same as stated in line 13. It should be noted that an analysis specific to the network architecture and the detailed routing protocol can be conducted at this stage to further check the suitability of the move by comparing the significance of the gains of repositioning the gateway to the overhead incurred in setting new topology at the new location. Such analysis can be easily augmented. Finally the $SearchForNewLocation$ function returns the new location of the gateway in line 16.

When finding the forwarder nodes, the algorithm uses the criteria given in line 17. That is, a forwarder node with no real-time data load (i.e. $r$-value is 0) and having enough remaining energy is favored. The routing table for the considered last hop node $j$ is updated in line 18. If the relay node $i$ is not a member of the list $LastHopNodes$, it is basically added to that list in lines 19-20 and its routing table is updated accordingly in line 21. Finally, $j$ is removed from the $LastHopNodes$ in line 22 since it is not an element of that list anymore.

Similar to section 2.4, a complexity analysis can be conducted for the algorithm. We consider the number of iterations in functions “$SearchForNewLocation$” in line 3 and “$FindForwarder$” in line 11 of the algorithm. $SearchForNewLocation$ checks only $r$-values of the last hop nodes. The remaining parts of the algorithm will incur the same number of iterations and thus will be $O(n^2)$ in the worst case.
4. Experimental Validation

The effectiveness of repositioning the gateway is validated through simulation. This section describes the network operation, simulation environment, performance metrics, and experimental results.
4.1. Network Operation and Experiment Setup

We have adapted the network operational model of [18] for validating our approach. The network is tasked with a target tracking application with the gateway assuming responsibility for sensor organization based on missions that are assigned to the network. Mission-oriented organization of the sensor network enables the appropriate selection of only a subset of the sensors to be turned on and thus avoids wasting the energy of sensors that do not have to be involved. Thus the gateway controls the configuration of the data processing circuitry of each sensor. The sensor nodes can be in one of four main states: sensing only, relaying only, sensing-relaying, and inactive. In the sensing state, the node turns on its sensing circuitry and sends data to the gateway at a constant rate. In the relaying state, the node does not probe the environment but its communication circuitry is on to relay data from other active nodes. When a node is both probing the environment and relaying messages from other nodes, it is considered in the sensing-relaying state. Otherwise, the node is considered inactive and can switch to a low power sleep mode.

A time division multiple access (TDMA) based MAC protocol is employed. The gateway manages slot assignment based on the network topology. The gateway informs each node about the slots in which it should listen to other nodes’ transmission and the slots that the node can use for its own transmission. This eliminates the possible interferences during transmission and reception. In addition, the gateway broadcasts the routing table to all sensors prior to starting or resuming data transmission. Routes are set by using the following cost function for a link between nodes $i$ and $j$:

$$cost_{ij} = c_0 \times (dist_{ij})^2 + c_1 \times f_1(\text{energy}_j) + c_2 \times f_2(e_{ij})$$

where,

- $c_0$, $c_1$, and $c_2$ are constants.
- $dist_{ij}$ is the distance between the nodes $i$ and $j$.
- $f_1(\text{energy}_j)$ is the function of the current residual energy of node $j$, and is taken as $(1/\text{energy}_j)$ favoring nodes with rich energy reserve.
- $f_2(e_{ij})$ is the function of the factors that affect the error rate on the link between $i$ and $j$ (i.e., Links with high error rate will increase the cost function, thus will be avoided). $f_2$ is approximated as $\text{dist}_{ij} / \text{buffer}_{size}_j$. 

For a node in the sensing state, packets are generated at a constant rate of 1 packet/sec. This value is consistent with the specifications of the Acoustic Ballistic Module from SenTech Inc. [17]. Each data packet is time-stamped when it is generated to allow the calculation of the average delay per packet. In addition, each packet has an energy field that is updated during the packet transmission in order to calculate the average energy per packet and to track the remaining energy at each node. For real-time traffic generation, we assume that each sensor node is capable of taking the image of the target to identify it clearly and can turn on its imaging capability on demand. During the simulation, small subsets of the active nodes, which are the closest to the target, turn on their imaging capabilities. Therefore, the imaging sensors may change with the movement of the target. The packet generation rate for imaging sensors is bigger than the normal sensors. Packets, generated by imaging sensors, are labeled as of real-time type and treated differently at the relaying nodes. The $r$-value is initially assumed to be 0 but it is recalculated as imaging sensors get activated. The default end-to-end delay requirement for real-time data is taken to be 0.08 sec [31]. The energy model of [36] is used for transmission and reception energy costs. No energy consumption is assumed for the sleep mode. A more elaborate description of the used energy model can be found in Appendix A. The algorithm used for calculating the centroid, required when applying the relocation algorithm in Fig. 5, is summarized in Appendix B.

In the experiments, the network consists of varying number of sensor nodes (50 to 200) that are randomly placed in a 500×500 m² area. The gateway initial position is determined randomly within the region boundaries. A free space propagation channel model is assumed [32] with the capacity set to 2Mbps. Each node is assumed to have an initial energy of 5 joules. A node is considered non-functional if its energy gets completely depleted. The maximum transmission (power) range for a sensor node is assumed to be 50 meters [33]. We assume in the experiment that the network is tasked with a target tracking mission and the gateway can move with a maximum speed of 5 m/sec when needed. Targets are assumed to come from outside the
area. Therefore, the initial set of sensing nodes is chosen to be the nodes on the convex hull of sensors in the deployment area. The sensing circuitry of the other nodes is usually turned off but can be turned on according to the target location. Targets are characterized by having a constant speed chosen uniformly from the range 4 m/s to 6 m/s and a constant direction chosen uniformly depending on the initial target position in order for the target to cross the convex hull region. Any target remains active until it leaves the deployment region area.

4.2. Performance Results

In this section we present some performance results obtained with and without repositioning the gateway. We use the following metrics to capture the performance of our approach:

- **Average energy per packet**: This metric represents the average energy consumed in transmitting and receiving a data packet.
- **Average lifetime of a node**: This metric gives a good measure of the network lifetime by averaging the time a node stay functional.
- **Average delay per packet**: Defined as the average time a packet takes from a sensor node to the gateway.
- **Deadline miss rate**: This is one of the most important metrics in real-time applications, which indicates the percentage of lost or tardy packets compared to the total number of packets generated.
- **Network Throughput**: Defined as the total number of data packets received at the gateway divided by the simulation time.

In the experiments, we have applied 5 distinct seeds in order to generate random network topologies. Separate simulation experiments were performed for each topology. We observed that with 90% confidence level, the simulation results stay within 6%-10% of the sample mean.

4.2.1 Relocation under Unconstrained Traffic

We have first considered relocation of the gateway under unconstrained traffic. In this case, the baseline is the routing approach that uses the same link cost while employing a stationary gateway. To identify the nodes that are to be considered when determining the new position, the best value of “m” in the relocation algorithm, we have conducted numerous simulation experiments with varying values of m. The experimental results have indicated that the performance in terms of node’s lifetime and throughput, improves significantly as the number of nodes exceeds 3. When “m” was again boosted, such improvement continued, though at a slowing pace, until reaching the median of PT. Beyond the median, the performance gain starts to diminish due to the consideration of lightly-loaded nodes. Fig. 9 shows the effect on “m” on the average node life time for a network of 100 sensors. Therefore, we have considered only the top nodes in PT up to the median when calculating the next position. We note that during the simulation the gateway relocated 11 times and traveled on the average a distance of 27.1m per relocation.

**Energy consumption**: Fig. 10 depicts the effect of relocation on energy consumption, measured in terms of the average energy per packet. The results show that relocating the gateway achieves energy savings of approximately 10% compared to the baseline approach. This is expected since moving the gateway closer to heavily loaded nodes reduces the transmission power of these sensor nodes and in many cases decreases the
number of hops that data packets travel. Such energy savings are translated also to increased node lifetime as seen in Fig. 11. Such boost in node’s average lifetime becomes even more significant for larger networks.

![Fig. 10: Average energy consumed per packet for different number of sensors.](image1)

![Fig. 11: Average lifetime of a node for different number of sensors.](image2)

![Fig. 12: Network throughput for different number of sensors.](image3)

![Fig. 13: Average delay per packet for different number of sensors.](image4)

**Throughput:** Gateway relocation also positively impacts the network throughput. As seen in Fig. 12, our approach achieves at least 10% increase in packet throughput. Since our relocation methodology extends the lifetime of nodes as confirmed in Fig. 11, nodes generate/relay more packets. In addition, the gateway often relocates very close to heavily loaded hops decreasing the number of hops traveled by packets. Traveling less number of hops will decrease the probability of packets being dropped and hence more packets will reach the gateway. It is worth noting that we have observed no packets loss due to the movement of the gateway.

**Delay:** Since the gateway does not always move very close to just one node, the number of hops traveled by most traffic is not consistently reduced and sometimes the packet delay does not improve by the gateway relocation. Our experiments have confirmed such observation, indicating that the gateway relocation yields a slight decrease in average delay experienced by a packet (Fig. 13). The low gain in average packet delay is very much expected given our focus on energy consumption.

### 4.2.2 Relocation under Constrained Traffic

The performance results in this subsection are for relocating the gateway when time-constrained traffic is being routed. In addition to the metrics considered in section 4.4.1, the deadline miss rate is observed given its importance to real-time traffic. In this case, using the proposed algorithm in Fig. 8 the gateway is relocated 16 times and traveled on average a distance of 28.16m per relocation.
Delay and Timeliness: When qualifying the impact on the average delay and miss rate for real-time packets we have observed that the relocation approach significantly lowers the average delay per real-time packet (See Fig. 14) and provides at least 25% decrease in the deadline miss rate as shown in Fig. 15. This is due to the decreased number of hops and queuing delay for the data coming from highly loaded areas when gateway goes closer to those areas. The decrease in the miss rate is even more significant when the number of sensors is increased, suggesting the positive effect on network scalability.

Energy Consumption: In order to capture the effect of relocation on energy consumption, we have looked at the average energy per packet. The results, depicted in Fig. 16, show that our approach does bring very negligible energy overhead to the network. Although either some of the last hop nodes increase their transmission range or routes are extended through additional forwarders, the potential energy overhead due to such adjustments is compensated through the energy gain when the gateway is relocated towards loaded nodes. Such compensation is more effective when the traffic load is high, demonstrating the scalability of our approach.

Throughput: In the experiments, we have observed that relocating the gateway increases real-time data throughput by about 20% compared to the setup with a stationary gateway (Fig. 17). Such performance gain is because moving the gateway towards heavily loaded nodes and splitting the traffic will help in boosting the
number of admitted flows for real-time relaying and lower packet drops. We again note we have observed no packets loss during the movement of the gateway.

5. Conclusion
In this paper, we have investigated the performance advantage of relocating the sink (gateway) node of wireless sensor networks in response to changes in the network state and traffic pattern. Three main issues have been identified related to when the gateway should be relocated, where it would be best positioned and how the network operation is managed during the gateway’s move. The paper has considered both constrained and unconstrained network traffic. For unconstrained data routing, energy metrics are mainly considered to motivate and justify the advantage of gateway’s relocation. Our approach checks the traffic density of the nodes that are one-hop away from the gateway and their proximity to the gateway. Once the total transmission power for such nodes is guaranteed to be reduced more than a certain threshold and the overhead of moving the gateway is tolerable, the gateway starts to move to the new position. Simulation results have shown that such repositioning of the gateway increases the average lifetime of the nodes by decreasing the average energy consumed per packet. Moreover, the network throughput is positively impacted.

For delay-constrained traffic, our approach periodically checks the deadline miss rate for real-time packets and triggers a relocation stimulus for the gateway if the miss rate exceeds a certain threshold. In order to designate a new gateway location, our approach finds the node that routes the largest number of real-time packets and checks whether moving to that location of this node or close to it affects the current routes or not. Relocation is performed only if the new location will decrease the end-to-end delay for most real-time packets. Simulation results have demonstrated the effectiveness of our approach showing at least 20% improvement in the deadline miss rate and real-time data throughput when compared to a fixed gateway model. Moreover, the simulation has indicated that our approach boosts these performance metrics without major negative impact on the consumed energy.
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Appendix A: Sensor's Energy Consumption Model

A typical sensor node consists mainly of a sensing circuit for signal conditioning and conversion, digital signal processor, and radio links [36]. The following summarizes the energy-consumption models for each sensor component.

Communication Energy Dissipation

We use the model of [7][36]. The key energy parameters for communication in this model are the energy/bit consumed by the transmitter electronics ($\alpha_{11}$), energy dissipated in the transmit op-amp ($\alpha_2$), and energy/bit consumed by the receiver electronics ($\alpha_{12}$). Assuming a $1/d^n$ path loss, the energy consumed is:

$$E_{tx} = (\alpha_{11} + \alpha_2 d^n) * r$$

and

$$E_r = \alpha_{12} * r$$

where $E_{tx}$ is the energy to send $r$ bits and $E_r$ is the energy consumed to receive $r$ bits. Table 1 summarizes the meaning of each term and its typical value.

<table>
<thead>
<tr>
<th>Term</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{11}, \alpha_{12}$</td>
<td>Energy dissipated in transmitter and receiver electronics per bit (Taken to be 50 nJ/bit).</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Energy dissipated in transmitter amplifier (Taken = 100 pJ/bit/m$^2$).</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of bits in the message.</td>
</tr>
<tr>
<td>$d$</td>
<td>Distance that the message traverses.</td>
</tr>
</tbody>
</table>

Computation Energy Dissipation

We assume the leakage current model of [37]. The model depends on the total capacitance switched by the program and the number of cycles the program takes. We used parameter values similar to those in [37].

Sensing Energy Dissipation

We assume that the energy needed to sense one bit is a constant ($\alpha_3$) so that the total energy dissipated in sensing $r$ bits is [36]:

$$E_{\text{sensing}} = \alpha_3 * r$$

For the Ballistic Audio Module sensor [17], the energy dissipated for sensing a bit is approximately equal to the energy dissipated in receiving a bit. Therefore, the parameter $\alpha_3$ is taken equal to $\alpha_{12}$.

Appendix B: Computing the centroid of $N$ points

The centroid or center of gravity of a polygon can be calculated as follows [38]:

Assume we have $N$ locations $(x_i, y_i)$, $i=0$ to $N-1$. These locations can form a closed polygon if we assume that the last location $x_N, y_N$ is same as $x_0, y_0$, i.e. only $N$ distinct sensors. Let $c_x$ be the X coordinate and $c_y$ be the Y coordinate of the centroid of the polygon respectively. Then

$$c_x = \frac{1}{6A} \sum_{i=0}^{N-1} (x_i + x_{i+1})(x_iy_{i+1} - x_{i+1}y_i)$$

and

$$c_y = \frac{1}{6A} \sum_{i=0}^{N-1} (y_i + y_{i+1})(x_iy_{i+1} - x_{i+1}y_i)$$

where

$$A = \frac{1}{2} \sum_{i=0}^{N-1} (x_iy_{i+1} - x_{i+1}y_i)$$

is the area of the polygon.
In the experiments, we have picked the $X$ and $Y$ coordinates of the sensors that relay the highest traffic and adjusted them based on each sensor's traffic density. The number of sensors relaying highest traffic is picked up to the median of $PT$ (the list that contains the packet traffic of sensors in ascending order) for simulations as explained in section 4.2.1.