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Abstract

Spurred by advances in communication technologies, mobile computing and databases that are distributed have become widespread. Such a computing environment involves data that is stored at geographically dispersed locations, and the so-called “slim” computing devices such as palmtops and wearable computers. The decentralized nature of data storage and this new paradigm in computing give rise to several issues, such as security, communication overhead, computational load demands and scalability, that are not adequately addressed by traditional centralized data mining techniques.

It is essential that algorithms designed for distributed data mining scenarios mitigate some of these issues. This paper attempts to adapt one centralized data mining technique, decision tree learning, to such an environment. It presents a scalable algorithm that can be used to build decision trees from a distributed, heterogeneous database while minimizing communication overheads. This paper also shows how a decision tree may be represented in terms of its Fourier spectrum. It uses this Fourier spectrum based technique to aggregate decision trees built at the various distributed sites, simplifying the model built during the data mining stage, and notes some additional advantages of the Fourier spectrum approach.
1 Introduction

Information gathering infrastructures have grown steadily in pervasiveness and power in recent years, giving rise to large electronic data storage stations. Large volumes of data are gathered from myriad sources, stored, and utilized for researches into a wide spectrum of disciplines. Reflecting the plethora of fields for which the data is collected, and the distributed nature of the data gathering systems, its storage is highly decentralized in nature at locations that are often widely dispersed.

For example, The NASA Earth Observing System (EOS)\(^1\) generates more than 100 gigabytes of image data per hour, that are stored, managed, and distributed by the EOS data and information system (EOSDIS). The data managed by EOSDIS are available primarily from eight EOSDIS Distributed Active Archive Centers (DAACs). Each of the eight NASA DAACs provides data pertaining to a particular earth science discipline. These DAACs collectively provide a physically distributed but logically integrated database to support interdisciplinary research.

The Internet provides another example of a source of distributed data. A prime source of financial data is financial news stories regularly posted on the Internet, which include announcements regarding new products, quarterly revenue, legal battles and mergers. In addition, sites such as Yahoo finance and CNN finance offer company financial profile data. The websites of various companies and online stock quotes form other sources of such data.

The ability to extract meaningful information from such data is of paramount importance in today’s world. Managerial or strategic decision making often depends on the ability to extract such information in a timely manner, without too many restrictions on the type of computing or communication resources immediately available to the decision maker. This paper makes the case that these goals can be achieved by using the paradigm of Distributed Data Mining (DDM). In particular, it develops a distributed decision tree learning algorithm. The algorithm builds a model at various distributed sites, and transmits the model and a modest amount of data to a central site. The data to be transmitted is determined using boosting, a technique that was used to help enhance the appropriateness of the information transmitted to the central site. It is noted that the model built in this fashion was too complicated, and Fourier analysis techniques are developed to help mitigate the problem. The paper shows how the Fourier analysis techniques can be used to simplify the model built, and indicates how to mine data effectively in a way that distributes computational load and reduces communication costs.

Section 2 presents an abstraction of the problem and the motivation behind our approach. It also provides an introduction to decision trees. Section 3 describes the algorithm for building a distributed decision tree model. Section 4 shows how Fourier analysis techniques can be used in conjunction with decision trees and describes a method for simplifying the model built. Section 5 describes experimental verification of the techniques proposed. Finally, section 6 describes avenues for future research and concludes this paper.

2 Background

We use the relational model of data storage in this paper. That is, each "piece of data" (also called an instance, record, row or individual) is a collection of features, also called attributes or records. Attributes may be discrete or continuous. There is a collection of features that, taken together, uniquely identify an individual. This is known as the key. Relational data collected and stored in a distributed fashion may be homogeneous, where each site stores the same features, but different individuals. However, it is often the case that the data is heterogeneous, with the sites storing different features of the same individual. The former method of data storage is also called

\(^1\)http://eospso.gsfc.nasa.gov
<table>
<thead>
<tr>
<th>Avg Monthly</th>
<th>Medical History</th>
<th>Hi Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Visits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0.8</td>
<td>bad</td>
<td>Yes</td>
</tr>
<tr>
<td>2 0.9</td>
<td>bad</td>
<td>Yes</td>
</tr>
<tr>
<td>3 1.0</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>4 0.8</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>5 0.7</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>6 0.6</td>
<td>bad</td>
<td>Yes</td>
</tr>
<tr>
<td>7 1.4</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>8 1.1</td>
<td>good</td>
<td>Yes</td>
</tr>
<tr>
<td>9 1.5</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>10 2.1</td>
<td>good</td>
<td>Yes</td>
</tr>
<tr>
<td>11 1.0</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>12 1.6</td>
<td>good</td>
<td>Yes</td>
</tr>
<tr>
<td>13 1.3</td>
<td>good</td>
<td>Yes</td>
</tr>
<tr>
<td>14 0.8</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>15 1.4</td>
<td>bad</td>
<td>Yes</td>
</tr>
<tr>
<td>16 1.0</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>17 1.2</td>
<td>good</td>
<td>Yes</td>
</tr>
<tr>
<td>18 1.1</td>
<td>good</td>
<td>No</td>
</tr>
<tr>
<td>19 1.1</td>
<td>good</td>
<td>No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Avg Med Expenses</th>
<th>Key (Monthly)</th>
<th>Income</th>
<th>Hi Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 53.00</td>
<td>39600</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2 86.75</td>
<td>45500</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>3 23.25</td>
<td>60100</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>4 78.50</td>
<td>55000</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>5 55.00</td>
<td>31300</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>6 65.50</td>
<td>37400</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>7 28.25</td>
<td>44200</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>8 33.75</td>
<td>28100</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>9 14.25</td>
<td>25900</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>10 39.75</td>
<td>38200</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>11 27.00</td>
<td>35500</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>12 31.25</td>
<td>41600</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>13 29.00</td>
<td>57400</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>14 46.00</td>
<td>47100</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>15 27.50</td>
<td>42300</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>16 28.25</td>
<td>33000</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>17 33.50</td>
<td>36800</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>18 26.25</td>
<td>41300</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>19 25.50</td>
<td>33500</td>
<td>No</td>
</tr>
</tbody>
</table>

Figure 1: Sample data for the insurance problem under (left) medical and (right) financial records.

horizontally partitioned data storage, whereas the term vertically partitioned is sometimes used to describe the latter. A common or key attribute at the sites that identifies an instance can usually be constructed for heterogeneous data. In this paper, we consider the problem of supervised learning over distributed, heterogeneous data sets. Given a classification of each instance in the data, supposed to be the “correct” classification, we try to determine a function of the features that places each instance into a “class”.

Many researchers have developed techniques for analyzing distributed data. Some existing techniques have been adapted to homogeneous data [3, 6, 42]. Several new techniques have also been developed [8, 7, 33, 41, 28, 17, 45, 10, 27, 21, 20, 9, 32, 20, 11]. Of late, algorithms for the analysis of distributed heterogeneous have excited interest. Some of the work in this field includes [34, 1, 44, 31, 18, 19, 24, 23, 22, 25, 43]. A large fraction of the existing research into distributed, heterogeneous data sites concerns unsupervised learning [23, 19, 31, 22]. More recently, the problem of supervised learning on heterogeneous data has been investigated [18, 25, 43]. This paper extends earlier work reported in [25].

We illustrate the problem and the difficulties that arise with an example based on toy data. We consider a medical insurance company which wishes to determine whether a particular client is a high-risk patient before offering insurance against medical expenses. In our simplified scenario, the company bases its predictions on data at two different agencies that store medical records and financial records. Sample data is shown in Figure 1.

The “key” field identifies the patient. A notable aspect is the separation of the features. The data at the two sites contains different features, although the data is about the same patients. The specific prediction model used in this paper is a decision tree, built using the well known algorithm
Figure 2: (left) Decision tree computed by C4.5 for the insurance problem when all the data is contained at a single site (top right) Decision tree computed by C4.5 based on partial data from the financial records and (bottom right) from the medical records.

C4.5 [36]. The traditional C4.5 algorithm would produce an accurate decision tree model but would require that the data be centralized, incurring transmission costs, and possibly unacceptable security risks. Using a naive approach, we might build two decision trees, one at each site, by running C4.5 on the data at that site. The three trees obtained using these methods are shown in Figure 2.

While the tree built after centralizing the data has an error of 0%, the other two trees have errors of 26.3%! The reason for this is evident when we look at the centralized decision tree: there is a cross-term, an interaction between Average Monthly Visits and Average Monthly Expenses, which cannot be captured at either site. Thus, such naive approaches cannot achieve the objective of accurate prediction. Clearly, there is a trade-off between the accuracy and the amount of data transmitted to a central location. This paper explores a technique that allows the amount of data transmitted and the error rates achieved to be varied in a controlled fashion. It uses ensembles of decision trees constructed using boosting [37, 14, 16] to build a model of the data in a truly distributed fashion, as shown in the next section. It then explores Fourier analysis techniques that can be used to construct a simpler decision tree from this model.

3 Distributed Decision Tree Learning in a Heterogeneous Environment

In this paper, we use decision trees as a model of the data. Decision trees are attractive models, because they are easy to understand and generate simple decision rules. Decision tree learning algorithms such as ID3 [35] and C4.5 [36] are also fast, accurate on many data sets, and easily available. This section shows how to build decision trees in a distributed fashion using boosted ensembles.

Some work has been done on decision tree learning in a distributed, environment. However, the synchronous tree construction approaches considered before are not suitable for the problem we consider. In such an approach, all the sites contribute in selecting a feature at every node of the globally maintained tree. For example, the ID3 algorithm computes the information gain for every choice of feature. So all the sites need to be informed regarding the particular subset of data
subsumed at a particular node. Since the complete data set is distributed among all the nodes at a particular level, at each level the communication cost will be $O(ns)$, where $n$ is the number of data rows and $s$ is the number of different data sites. If the tree has a depth bounded by some constant $k$ then the overall communication cost will be $O(nsk)$. If the table has $c$ columns and $n$ rows then the cost of moving the complete data sets to a single site is $O(nc)$. When $sk > c$ distributed decision tree construction using the naive approach is computationally worse than the centralized approach. For distributed environments with large number of data sites this may be a major bottle-neck.

To motivate our approach, we return to the example of the medical insurance company. As shown before, decision trees built locally by C4.5 at each of the sites have high prediction error. The decision trees output by C4.5 assign a confidence to each leaf, defined as the proportion of data points falling into that leaf that are correctly classified. If we now look carefully at the particular instances that were misclassified (and hence were responsible for the error) at the sites, we find that they are the ones with the lowest confidence. Indeed, this is how the confidence is defined. Now, we gather the features from both sites for the instances with the lowest confidence at a single central site, and run C4.5 on the data thus obtained. The resulting tree is shown in Figure 3. This tree captures the cross term that was missed by the local trees, but was present in the centralized tree, viz. that between Average Monthly Visits and Average Monthly Expenses. In fact, the conditions tested in this tree, built from just a small fraction of the data, are almost identical to those in the centralized tree. This suggests that distributed learning can be accomplished using little data communication.

Now we turn our attention to the question of how these “bad” training instances may be detected. Several techniques were tried. It was found that boosting gave the best selection in terms of the appropriateness of the rows transmitted, as gauged by the cross terms that are evaluated at the central site from this data. Boosting [37, 14, 16] is a technique that improves the performance of any weak learner by modifying the distribution according to which training data is sampled, while leaving the underlying algorithm unaltered. AdaBoost, proposed by Freund and Schapire in [16], is a boosting algorithm that has been studied in a theoretical framework [4, 5, 13, 30, 39] as well as an empirical one [2, 30, 12]. It has been proved that the training error of the AdaBoost algorithm decreases with the number of classifiers in the ensemble. Boosting (and in particular, AdaBoost) has the property that it identifies training instances that are difficult to classify. In this paper, we define a measure for each site, the confidence of that site, which is closely tied to the boosting distribution. Thus, a low confidence identifies the “bad” rows. The connection between the confidence measure (defined below) and the boosting distribution is shown in Appendix. The following subsection describes the algorithm in detail.

Figure 3: Tree constructed from instances for which both local sites give low confidence
3.1 The Algorithm

The proposed algorithm offers a way to balance the transmission cost and the error by identifying the training instances which have the most information about cross-terms. This is done using the confidence defined below. The technique involves setting a threshold for the confidence. Instances classified with confidence lower than the threshold are transmitted, along with the local models, to a central site.

The specific decision tree algorithm used is the C4.5 algorithm [36]. AdaBoost is used to build an ensemble of decision trees at each local site. The AdaBoost algorithm is used in conjunction with C4.5, as in [15]. At the end of the boosting, each site has an ensemble of decision trees. When presented with an example, each of these trees will return a real number in [0, 1]. This number represents both the prediction and the confidence of the tree in that prediction. (If it is closer to one, the confidence that the instance is a positive one is higher.) The confidence values contain more information than a binary classification [40].

The algorithm proceeds as follows. First, AdaBoost is used with C4.5 to build an ensemble at each site. Suppose the trees obtained after boosting are \( T_{ij} \), \( i = 1, ..., k, j = 1, ..., m_i \), where \( m_i \) is the number of boosting iterations at site \( S_i \). Given an example \( x \), tree \( T_{ij} \) returns a prediction/classification \( P_{ij} \).

The confidence of predicting 0 at site \( S_i \) is defined as

\[
c_i^0 = \sum_{2p_{ij} - 1 < 0} \alpha_t |2p_{ij} - 1|,
\]

and the confidence of predicting 1 at \( S_i \) is similarly defined as

\[
c_i^1 = \sum_{2p_{ij} - 1 > 0} \alpha_t (2p_{ij} - 1),
\]

where \( \alpha_t \) refers to the boosting weight. [38] suggests using

\[
\alpha_t = 1/2 \ln ((1 - \varepsilon_t)/\varepsilon_t)
\]

where \( \varepsilon_t = \Pr_{D_i}(h_t(x_i) \neq y_i) \) is defined to be the error made by the weak learner. This is evaluated as \( \varepsilon_t = \sum_{i: h_t(i) \neq y_i} D_i(i) \). The prediction of site \( S_i \) as a whole is given by \( P_i = 0 \) if \( c_i^0 > c_i^1 \) and 1 otherwise.

The confidence of this prediction at site \( S_i \) is \( c_i = |c_i^0 - c_i^1| \). As shown in Appendix, this confidence is closely related to the boosting distribution, and hence gives an idea of how easy or hard it is to classify a particular training instance.

The idea used in the algorithm is that the instances that are difficult to classify correctly should be sent to the central site during the model-building stage. Thus, the model at the global site is based on those instances that are difficult to classify. At the classification stage, the instances that are determined as difficult to classify are similarly sent to the global site.

The boosting can be used to determine which instances are difficult to classify. In particular, a row which is classified with very low confidence by every site is difficult, since the boosting would improve the confidence with which that row is classified if it were not.

A training row \( x \) is considered “bad” if \( \max_{i=1,...,k} c_i < \gamma_1 \), where \( \gamma_1 \) is a threshold that is set externally. (The \( c_i \) values are, of course, dependent on the training example \( x \).)

If a row is determined to be bad, features for that row from all the local sites are sent to the global site. At the end of this procedure, the global site has complete information about a fraction of all the training instances. The size of this fraction is determined by the threshold \( \gamma_1 \).

Another boosted model is then built at the global site based on all the transmitted instances, resulting in an ensemble \( T_1, T_2, ..., T_m \). This completes the model-building stage of the algorithm.
3.2 Decision Tree Aggregation: Classification of Unseen Instances

This section explores techniques for classifying unseen instances using the local and global models built as above. The exact method used to combine the models is important, as discussed below. Three different techniques were tried. The weighted average and the linear OLS scheme failed to perform satisfactorily. The Tournament scheme performed significantly better than the other two.

The weighted average scheme assigns weights to each local site, computed as $w_i = -\log((1 - e_i)/e_i)$, where $e_i$ is the training error at site $i$. We then calculate the vote for the classifications 0 and 1 as $w_0 = \sum_{i \in P_{0}} w_i$ and $w_1 = \sum_{i \in P_{1}} w_i$. If $|w_0 - w_1|$ is above a threshold $\gamma_2$, the local sites are used for the prediction. The prediction is 0 if $w_0 - w_1 > 0$ and 1 otherwise. If this overall confidence is below the threshold $\gamma_2$, the prediction made by the global site model is used.

While the voting or weighted average scheme performs better than the naive approaches (such as using the estimates of the local sites without any kind of aggregation), we found that it failed to perform as well as the Tournament scheme on both datasets presented in the experimental section as well as several others. The Tournament aggregation scheme performs significantly better. This may be because the vote of a local model that is performing consistently well may be "damped" by other poorly performing models in an averaging scheme such as this one. Thus, even if a local partition is the most significant one, the instance may be referred to the global model for classification, leading to incorrect classifications.

The OLS scheme is a variation on weighted averaging. Instead of determining the weights based on the error of the local sites, the predictions of the local sites and the global site for the training instances are treated as independent variables, with the correct prediction being the dependent variable. Linear regression is used to determine the weights assigned to each site, as well as a constant.

Assume that $\mathbf{x}_i, i = 1, ..., N$ are the training instances. The model at site $S_j$ predicts the value $p_{ij}$ for training example $\mathbf{x}_i$, and the model at the global site predicts $g_i$. The model used is $\mathbf{Y} = \mathbf{X}\beta + \epsilon$, where $\mathbf{Y}$ is the $N \times 1$ vector of true classifications, $\mathbf{X}$ is the $N \times (k + 2)$ matrix $[((p_{ij})) : ((g_i)): 1]$, $\beta$ is the $(k + 1) \times 1$ vector of coefficients ($\beta_{k+2}$ is the regression constant and the remaining $\beta_i$'s represent the coefficients for each site), and $\epsilon$ is the error vector. $\beta$ is estimated using OLS.

Given an unseen instance $\mathbf{x}_i$, it is classified as follows. Let $p_i$ be the prediction of site $S_i$, for $\mathbf{x}$ and let $g$ be the prediction of the global site. Then the final prediction is $p = \beta_{k+2} + \sum_{i=1}^{k} \beta_i p_i + \beta_{k+1} g$.

We assume here that there is a linear relationship between the predictions of the local and global sites and the true classifications. This turns out to be an invalid assumption. The OLS scheme failed to perform on both the datasets used in the experiments. The errors for both datasets was close to 50%, i.e. this scheme is not much better than random guessing.

The Tournament scheme attempts to address some of the problems that arise with the other two schemes presented in this section. By using only the best of the local classifiers, the Tournament scheme ensures that any highly significant local partitions get high votes and are not damped out by other partitions. Thus, the chances that unseen instances that should be classified by the local models are referred to the global model are reduced. This scheme also seems to be more amenable to the binary class label situation than the OLS scheme is.

Under the tournament scheme, we use only the best local classifier instead of a linear function of all the local classifiers. If the local prediction is found to be unsatisfactory, the global classifier is used.

To classify a new example $\mathbf{x}$, we find the values $c_1^j$ and $c_k^j, i = 1, ..., k$. Let $c = \max_{i=1, ..., k; j=0,1} c_i^j$, and $(p_j, p_j) = \arg \max_{i=1, ..., k; j=0,1} c_i^j$. If $c > \gamma_2$, where $\gamma_2$ is a preset threshold, then the final prediction is $J_p$. If not, this row is identified as a "difficult" row to classify, and the ensemble $T_1, ..., T_m$ built at the global site is used to classify this row. This was found to be the best technique
in our experiments.

The techniques described in this section show how to build a model comprising a multitude of
decision trees. In doing so, we lose one of the primary benefits of using decision trees: simplicity. A
large collection of decision trees aggregated using a tournament scheme does not lend itself to easy
comprehension. The next section attempts to address this problem by using the Fourier transform
of the decision trees to simplify the model built.

4 Fourier Analysis of Decision Trees and its Applications

In this section we describe the tools used to create a single, unified model at the global site from
the many models created at the local and global sites. In particular, we describe how compute the
Fourier spectrum of a decision tree, and how to build a decision tree efficiently from its Fourier
spectrum. We also show how to aggregate the Fourier spectra of several models, that is, how to
calculate the Fourier spectrum of an ensemble classifier from the spectra of its individual models.
The approach to simplification of the model taken in this section is motivated primarily by the
observation, made in [26], that the Fourier spectrum of a decision has an exponential decay property,
which has the consequence that only a few of the coefficients in the Fourier spectrum need to be
computed. We first need to establish notation and set up a mathematical framework under which the
aforementioned analysis is carried out.

4.1 The Fourier Spectrum of a Decision Tree

We start with a description of the Fourier basis of the linear space of all real-valued functions on the
set of all l-bit boolean feature vectors. Of course, boolean decision trees fall into this category. The
Fourier basis is comprised of $2^l$ Fourier functions, defined as $\psi_j(x) = (-1)^{x_j}$, where $j, x \in \{0, 1\}^l$.
The notation $x \cdot j$ represents the inner product of the two vectors $j$ and $x$, modulo 2. $\psi_j(x)$ can
either be equal to 1 or -1. The string $j$ is called a partition. The order of a partition $j$ is the number
of 1-s in $j$. A Fourier basis function depends on some $x_i$ only when $j_i = 1$. Therefore a partition
can also be viewed as a representation of a certain subset of $x_i$-s; every unique partition corresponds
to a unique subset of $x_i$-s. If a partition $j$ has exactly $\alpha$ number of 1-s then we say the partition
is of order $\alpha$ since the corresponding Fourier function depends on only those $\alpha$ number of variables
corresponding to the 1-s in the partition $j$. A function $f : X^l \rightarrow \mathbb{R}$, that maps an $l$-dimensional space
of binary strings to a real-valued range, can be written as

$$f(x) = \sum_j w_j \psi_j(x),$$

where $w_j$ is the Fourier Coefficient corresponding to the partition $j$;

$$w_j = \frac{1}{2^l} \sum_x f(x) \psi_j(x).$$

We note that $\sum_{x \in X} \psi_j(x) = 0$. The Fourier coefficient $w_j$ can be viewed as the relative contribution
of the partition $j$ to the function value of $f(x)$. Therefore, the absolute value of $w_j$ can be used
as the "significance" of the corresponding partition $j$. If the magnitude of some $w_j$ is very small
compared to other coefficients then we may consider the $j$-th partition to be insignificant and neglect
its contribution.

We are now ready to describe the exponential decay property and a method for calculating the
Fourier coefficients efficiently from a decision tree. In this paper, we indicate how the exponential
decay property may be proved for decision trees with non-boolean features. The techniques for
calculating the Fourier spectrum are described for boolean decision trees, but can be modified easily to suit the non-boolean case. Following the notation introduced above, the Fourier transform can be represented as

\[ w_j = \frac{1}{|\Lambda|} \sum_{x \in \Lambda} f(x) \psi_j(x) = \frac{1}{|\Lambda|} \sum_{i=1}^{n} \sum_{x \in S_i} f(x) \psi_j(x) = \frac{1}{|\Lambda|} \sum_{i=1}^{n} |S_i| f(h_i) \psi_j(h_i), \]

where \( \Lambda \) denotes the instance space, \( S_i \) is the subset of \( \Lambda \) whose points fall into the \( i \)th leaf node and \( h_i \) is the schema defined by a path to \( l_i \). This simply means that we have a schema in which the features that are not fixed on the path to the leaf nodes have *-s in their place.

The following properties were first stated, in a different form, in [29]. Firstly, if a feature in a partition \( j \) is non-zero, and the same feature has a * or don’t-care value in the schema of a leaf \( l_i \), then \( \sum_{x \in S_i} \psi_j(x) = 0 \). Among the implications of this is that Fourier coefficients corresponding to schemata with order greater than the depth of the tree are zero. This result eliminates a great deal of computation. Secondly, the energy, or the sum of squared coefficients, of the coefficients decreases exponentially with their order. A stronger result is proved in [29], viz. \( \sum_{|j| \geq k} w_j^2 < g(k) \) where \( g(k) \) is decreases exponentially in \( k \). That paper also gives a closed form for \( g(k) \). To indicate how the results of this section adapt to the non-binary case, we extend this result to the non-binary case below. As mentioned above, the other results will be stated only for the binary case.

To prove this result for the non-boolean case, consider the function \( \kappa : [\lambda]^l \rightarrow R \), where the notation \([\lambda]^l\) stands for the set \( \{0,1,\ldots,\lambda - 1\} \). For the purposes of this section, assume further that \( \lambda = 2^q \), so that each non-binary variable can be represented using \( q \) bits. Let \( b : [\lambda]^l \rightarrow [2]^q \) be the canonical map from the non-boolean feature space to the boolean feature space. The Fourier basis functions for the non-boolean case are

\[ \phi_j(x) = \prod_{m=1}^{l} \exp \frac{2\pi i x_m j_m}{\lambda} \]

We have

\[ \sum_{j \in [\lambda]^l} \eta_j \phi_j(x) = \sum_{j \in [2]^q} w_j \psi_j(b(x)). \]

Here \( \eta_j \) are the non-boolean Fourier coefficients. Taking the inner product of both sides of this equation with \( \phi_1 \) yields

\[ \eta_1 = \sum_{j \in [2]^q} w_j \sum_{x \in [\lambda]^l} \psi_j(b(x)) \phi_1(x). \]

Now, the expression \( \sum_{x \in [\lambda]^l} \psi_j(b(x)) \phi_1(x) \) equals zero whenever \( |j| < |i| \), where \(|j| \) denotes the order of the partition, because a nonzero partition corresponding to a non-boolean feature must map to a non-zero partition in the boolean case. (Analytically, this is because the sum will add over all \( \lambda \) roots of unity for each value of \( \psi_j(b(x)) \).

Thus, we have

\[ \sum_{|j| \geq k} |\eta_j|^2 = \left| \sum_{|j| \geq k} w_j \sum_{x \in [\lambda]^l} \psi_j(\kappa(x)) \phi_1(x) \right|^2 \leq \sum_{|j| \geq k} w_j^2 \left| \sum_{x \in [\lambda]^l} \psi_j(\kappa(x)) \phi_1(x) \right|^2 \leq K \sum_{|j| \geq k} w_j^2 \leq Kg(k) \]

where \( K \) is a constant that bounds the inner sum. (\( g \) is the bounding function defined in [29].) Thus, the non-boolean Fourier spectrum also has the exponential decay property.
4.2 Decision Tree Aggregation Using the Fourier Spectrum

The results mentioned thus far show that the Fourier spectrum can be computed efficiently. The exponential decay property tells us that the magnitude of the high-order coefficients drops off rapidly, so that it is enough to calculate a few lower order coefficients. These results also provide us with a technique for calculating the Fourier coefficients. The results in this section explain how we can use the Fourier spectrum to simplify the decision tree model by reducing the number of decision trees.

We first note that the final classification output by each local site, the boosted classification, is a weighted average of the individual trees at that site. Thus, the Fourier spectrum of the combined classifier can be obtained simply as a weighted linear combination of the spectra of the individual trees. The algorithm for calculating the Fourier spectrum of a tree is shown in Figures 4 and 5. The algorithm shown calculates all non-zero coefficients. Alternatively, a cut-off for the order of the coefficients could be selected, based on the energy, to reduce the number of coefficients evaluated further. We can calculate the Fourier spectrum of the combined classifier as

\[ f(x) = \sum_{i=1}^{n} a_{i} f_{i}(x) = \sum_{i=1}^{n} a_{i} \sum_{j \in J_{i}} w_j \psi_j(x), \]

where \( f_{i}(x) \) and \( a_{i} \) are the \( i \)-th decision tree and its weight and \( J_{i} \) is set of all its non-zero coefficients.

In order to build a single tree that is equivalent to the local classifier, we need an efficient technique to build a decision tree from its Fourier spectrum. The algorithm we propose does this by simulating the working of the ID3 algorithm, which selects the attribute \( a_{i} \) with maximum information gain. In other words, to select an attribute \( a_{i} \) for the next node, we need to measure entropy of each subtree branched by \( a_{i} \). Since each such subtree can be denoted as a schema, evaluation of entropy reduction by choosing \( a_{i} \) can be measured by calculating the average of all those schemata with \( a_{i} \) at the node. This schema average is essentially a measure of the distribution of class labels. Therefore, the entropy is considered to be low if the average is close to either one or zero. A more detailed description of the efficient calculation from the Fourier coefficients is provided in Kargupta et al [25]. Figures 6 and 7 give the algorithm for constructing a decision tree from its Fourier spectra.

This simplifies the local model at each site. The advantage is that we have a more comprehensible model than the one we had before. However, we still do not have a single decision tree that is equivalent to the entire model. To do this, we need to be able to efficiently aggregate Fourier spectra across the heterogeneous sites and the global site. The following sketches a global decision tree building algorithm which is currently under development.

Under the tournament-based distributed classifier system, a classification of an instance \( x \) is chosen based on the highest confidence \( f(x) \) among all classifier sites. Following the same rationale, the algorithm estimates the entropy of an schema \( h \) by choosing the minimum among those returned by all classifier sites. If the entropy of \( h \) is minimum at classifier site \( C_i \), it indicates that we can predict the classification of \( h \) with probability of schema average at site \( C_i \). It also ensures that every data instance \( x \in h \) is likely to be assigned the classification from \( C_i \) with high probability since a schema average is the expected confidence.
Figure 5: Algorithm for calculating a Fourier coefficient. \( \Lambda \) denotes the instance space, \( S_{ij} \) is the subset of \( \Lambda \) whose points fall into the \( j \)th leaf node.

```plaintext
1 Function Calculate(input: Fourier Coefficient \( w_i \))
2 \hspace{1em} w_i \leftarrow 0;
3 \hspace{1em} for each leaf node \( l_j \)
4 \hspace{2em} \( h_l \leftarrow \) a schema defined by a path to \( l_j \)
5 \hspace{2em} \hspace{1em} w_i \leftarrow w_i + |S_{ij}| \times \text{label}(l_j) \times \psi_i(h_l)
6 \hspace{1em} end
7 \hspace{1em} w_i \leftarrow w_i/|\Lambda|
8 end
```

Figure 6: Algorithm for Choosing the Best Attribute. \( a_i \) is the weight of \( i \)th decision tree and \( \text{average}(FT_i, h_l) \) returns the average of schema \( h_l \) using \( i \)th Fourier spectrum.

```plaintext
1 Function BestAttribute(input: Schema \( h \))
2 \hspace{1em} for each attribute \( \text{attr}_l \)
3 \hspace{2em} for each possible value of \( \text{attr}_l \)
4 \hspace{3em} \( h_l \leftarrow \) update \( h \) with \( \text{attr}_l \)
5 \hspace{3em} \hspace{1em} \( e_l \leftarrow 0 \)
6 \hspace{3em} for each Fourier spectrum \( FT_i \)
7 \hspace{4em} \hspace{1em} \( e_l \leftarrow e_l + a_i \times \text{average}(FT_i, h_l) \)
8 \hspace{3em} end
9 \hspace{2em} end
10 \hspace{1em} \( e_l \leftarrow \min(e_l, 1 - e_l) \)
11 end
12 \( \text{best attr} \leftarrow \) attribute \( \text{attr}_l \) with minimum \( e_l \)
13 return (\( \text{best attr}, e_l \))
14 end
```

So far, this section has presented the Fourier spectrum approaches as tools for simplifying the decision tree model built. We would like to point out that this is by no means the only use for the Fourier spectrum in distributed learning. The exponential decay property of the Fourier spectrum ensures that transmitting the Fourier coefficients directly from the local sites would not be too costly an operation. Fourier coefficients can be estimated directly from the data [25]. This is particularly true if the data is uniformly distributed over the domain of the function we are trying to learn. An accurate Fourier representation can be built up easily in this case. Since the Fourier representation is concise, it proves cost-effective to transmit the coefficients directly to the central site. Once this is done, the Fourier coefficients of cross-terms can be estimated by transmitting a pre-determined number of data instances to the central site and estimating the cross-terms based on these (using a technique like linear regression).

5 Experiments

This section describes experimental verification of the techniques discussed in this paper. The exponential decay property and the validity of the Fourier techniques described in Section 3 are demon-
strated. The performance of the model-building and aggregation techniques described in Sections 4 and 5 are investigated.

5.1 Datasets

The experiments were performed on two datasets: Quest and Promoter Gene Sequence. Both datasets had binary class labels.

The Gene Sequence data was artificially generated using a decision tree built by C4.5 when it was executed on the original Promoter Gene Sequence data set obtained from the UCI Machine Learning Repository. The data used to build the tree had 76 instances with 57 attributes. Each attribute had 4 four possible values: a,c,g,t. The decision tree thus obtained was then queried repeatedly for the classification of 55000 randomly generated gene sequences, and random noise was added to the classifications. Of the 55000 instances generated, 50000 were used for training and 5000 for testing.

The Quest Data Generator was used to synthetically generate 20000 training and 2000 test instances with 40 attributes. The attributes were all taken to be continuous and no discretization was performed.

5.2 Results

The results of the experiments are shown in the graphs in Figure 8. The first two graphs are for experiments performed on the Quest data. The next two graphs are for 0 on the Promoter Gene Sequence data. Both datasets were split into 5 sites, selecting the features at random for each site. This represents a high degree of fragmentation. The fifth graph demonstrates the exponential decay property of the Fourier coefficients of a decision tree. The last graph shows the behaviour of a the Fourier representation of the entire model when coefficients of a certain order are used.

For the Quest and Gene Sequence data, the model-generating algorithm and the Tournament aggregation technique were run for various values of the thresholds $\gamma_1$ and $\gamma_2$. Graphs a. and c. show the accuracy of the algorithms for various values of the transmission rate, for the two data sets. Both show an almost linear trend.

Graphs b. and d. give an indication of how well the boosting-based technique identifies the cross terms (i.e. the badly classified rows). Note that the local sites perform very well on the instances.

---

Figure 7: Algorithm for Constructing a Decision Tree Using Fourier Spectrum.

---

<table>
<thead>
<tr>
<th>Line</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Function Construct(input: Schema $h$, Threshold $\delta$)</td>
</tr>
<tr>
<td>2</td>
<td>Create a root node</td>
</tr>
<tr>
<td>3</td>
<td>$(\text{best_attr}, \text{entr}) \leftarrow \text{BestAttribute}(h)$</td>
</tr>
<tr>
<td>4</td>
<td>$\text{root} \leftarrow \text{best_attr}$</td>
</tr>
<tr>
<td>5</td>
<td>if $(\text{entr} &lt; \delta)$</td>
</tr>
<tr>
<td>6</td>
<td>return root</td>
</tr>
<tr>
<td>7</td>
<td>end</td>
</tr>
<tr>
<td>8</td>
<td>for each possible branch $br_i$ of $\text{root}$</td>
</tr>
<tr>
<td>9</td>
<td>$h_i \leftarrow$ update $h$ with $br_i$</td>
</tr>
<tr>
<td>10</td>
<td>Construct($h_i$, $\delta$)</td>
</tr>
<tr>
<td>11</td>
<td>end</td>
</tr>
<tr>
<td>12</td>
<td>end</td>
</tr>
</tbody>
</table>
that they classify, but comparatively poorly on the set of all training instances. These graphs are not intended to indicate any convergence of the performance of the local sites as the fraction of data they classify increases. They emphasize the difference in performance of the local sites when they are used to classify all the rows and just the “good” rows, or the ones that are not determined as bad. This indicates that those training instances that are being sent to the global site for classification are the ones that should be classified by the global model. The appropriate instances are being detected as bad instances.

Graph e. shows the energy of the Fourier coefficients for the Gene sequence problem. The decision trees for this graph were obtained by splitting the data into two sites and running decision tree algorithm on it. The Fourier spectrum of the decision trees so constructed was calculated using techniques described in Section 3. The graph shows a clear exponential decay.

Graph f. shows the accuracy when predicting using the spectrum computed from these decision trees directly. The estimation was done for various orders of coefficients and the accuracy for each order of coefficients used is shown. The graph shows that after a stage, which is reached for even small order coefficients, there is not much improvement in the accuracy. This is a consequence of the exponential decay property of the coefficients. It indicates that accurate learning can be done using only a few lower order coefficients.

The experimental results that the Fourier analysis techniques proposed in Section 3 do indeed perform well on actual data. The boosting-based method for detecting the partitions which need to be estimated at the global site is also shown to be working well. Thus, these techniques form a promising suite of methods for analysis of distributed data in a consistent fashion.

6 Conclusions and Future Work

A scalable, robust approach for the analysis of distributed heterogeneous data has become essential in the field of DDM. The paper presents a method for learning ensembles of decision trees in such an environment. It notes that boosting provides one method of determining which instances contain most cross-term information. The observation that the model built was too complicated to be understood easily drove the next section, which showed how to calculate the Fourier spectrum of a decision tree and indicated how it could be used to simplify the model built. The experimental results showed that the techniques proposed are indeed effective in reducing data communication with acceptable increases to the error.

The Fourier analysis techniques of this paper have a wide variety of potential applications. Some of these applications involve improvements to other algorithms, as demonstrated in this paper. The Fourier coefficients can also be used to test the correlations among certain attributes of data without constructing a whole tree. This may find applications in many areas in a mobile computing environment, where building the entire decision tree may not be feasible. These and other applications of the Fourier techniques outlined in this paper need to be explored in greater detail. In addition to the applications of the Fourier analysis techniques, work needs to be done on improving techniques for aggregation of the decision trees.
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Appendix: Confidence and the Boosting Distribution

This appendix establishes a connection between the confidence used in this paper and the boosting distribution. Following [40], we first make the following definitions. Let $T_0 = \{(x_1, y_1), \ldots, (x_m, y_m)\}$ be a set of training examples. The weak learner accepts a set of training examples $T_0$ and returns a hypothesis $h$. In general, $h$ is a function $h : \mathcal{X} \rightarrow \mathcal{Y}$, where $\mathcal{X}$ is the instance space and $\mathcal{Y}$ is the classification space. For convenience purposes, we consider the function $h$ defined by $h(x_i) = 2p_i - 1$, where $p_i$ is the prediction of the $i$-th weak learner (tree, in our case). Thus, $h$ returns either -1 or 1 and our classification space $\mathcal{Y}$ is transformed to $\{-1, 1\}$. In AdaBoost, an initial uniform distribution $D$ over the training examples is assumed. The distribution is updated using the update rule:

$$D_{t+1}(i) = \frac{D_t(i)e^{-\alpha_t y_i h_t(x_i)}}{Z_t},$$

where $Z_t$ is a normalization factor, chosen so that $D_{t+1}$ will be a distribution, and $\alpha_t$ is a weight. The final hypothesis is

$$H(x) = \text{sgn}\left(\sum_{i=1}^{K} \alpha_i h_i(x)\right)$$

As mentioned in [15], the boosting distribution $D_t$ gives higher weight to those instances which are hard to classify and lower weight to those instances which are hard to classify. It is easy to see that

$$D_{T+1}(i) = \frac{\exp(-y_t \sum_{t=1}^{T} \alpha_t h_t(x_i))}{m \prod_{t=1}^{T} Z_t}.$$ 

Now we define the confidence of the ensemble of classifiers to be $p = \left|\sum_{t=1}^{T} \alpha_t h_t(x_i)\right|$. Thus, we have

$$D_{T+1}(x_i) = \begin{cases} \frac{\exp(-p)}{K} & \text{if classification } = y_i \\ \frac{\exp(p)}{K} & \text{otherwise} \end{cases}$$

Here $K = m \prod_{t=1}^{T} Z_t$ does not depend on the training instance and can be taken as a constant for the current discussion. Thus, for instances that are correctly classified by the ensemble of trees, the boosting distribution is an exponentially decreasing function of the confidence. However, as proved in [40], the training error is low if AdaBoost is run for sufficiently many iterations. Thus, the boosting distribution and confidence are related as above for most of the training examples.
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Figure 8: The Figures (left to right and top to bottom) are: a. Accuracy vs. transmission for Quest data, b. Accuracy of local models vs. 0 classified by them, c. Accuracy vs. transmission for Gene data, d. Accuracy of local models vs. instances classified by them, e. Energy of coefficients vs. their order, f. Accuracy of Fourier Representation based model vs. order of coefficients used.