CMSC 100 – Fall 2012
Homework #2

Handed out Tuesday, 9/11/12
Due Tuesday, 9/25/12
Reminders:

1. You must show your work on all problem-solving questions. Partial credit will be given for incorrect answers only if you show your work.

2. You may discuss the assignments with other students in the class, but (as stated in the academic honesty policy) your written answers must be your own, and you must list the names of other students you discussed the assignment with.
The First (and Last) Question (5 pts)
1. How long did it take you to finish this homework?  (not including time spent reviewing lecture notes and doing the reading)

Logic, Memory, and Numbers (60 pts)

1. (9 pts) S&G Exercise 4.3, page 214.  Determine the decimal value of the following unsigned binary numbers:

a. 11000

b. 110001

c. 1111111

d. 1000000000

2. (6 pts) Determine the binary value of the following decimal numbers:

a. 72

b. 505

3. (5 pts) S&G Exercise 4.9, page 214.  Show the step-by-step addition of the following two 10-bit unsigned binary values, including showing the carry bit to each successive column:
 
   0011100011
  
+ 0001101110

4. (12 pts) Assume that we have three binary variables:  X, Y, and Z.  Suppose that X = TRUE, Y=FALSE, and Z=TRUE.  Show the values of each of these logical expressions:

a. X (Y

b. (Y ( ( Z

c. ((Y (Z)

d. X ((Y ( Z

5. (10 pts) Use truth tables to show that the three-variable form of DeMorgan’s Law is true; that is, that the following equation holds:
               ((A ( B ( C) = (A ( (B ( (C
Hint: You should have 9 columns, with these headings:


	A
	B
	C
	A(B(C
	((A(B(C)
	(A
	(B
	(C
	(A((B((C


6. (10 pts) Show circuits (logic gates) that are equivalent to each of these expressions:
(a) (A ( B) ( (B ( C)
(b) (A ( (B) ( (B ( (C) ( (C ( (A)
(c) (+5 pts extra credit): Simplify the expression in (b) to give an equivalent expression that contains only two terms.  (Hint: each term will include all three variables in some logical combination.)
7. (8 pts) S&G Exercise 4.15, page 215.  

a. How many bits does it take to store a 3-minute song using an audio encoding method that samples at the rate of 40,000 bits/second, has a bit depth of 16, and does not use compression?  What if it uses a compression scheme with a compression ratio of 5:1?

b. How many bits does it take to store an uncompressed 1,200x800 color image?  If we found out that the image actually takes only 2.4 Mbits, what is the compression ratio?
Encoding Data (35 pts)

Here is a message:
          she sells seashells by the seashore.
1. (6 pts) Give a frequency table, listing the frequency (number of occurrence) of the letters in the message. (Don’t forget spaces and the period at the end!)
2. (15 pts) Construct a Huffman code and show the resulting tree.  (As with the examples we did in class, you should show the letters and frequencies at the leaf nodes, and the accumulated frequencies at the internal nodes.)

3. (5 pts) Write out the encoded message string in binary representation.  (Please leave spaces between the encoding of each letter to increase the readability of your answer.)

4. (3 pts) How many bits does it take to encode the message using an ASCII representation?

5. (3 pts) How many bits does it take to encode the message using the Huffman code you constructed?

6. (3 pts) What compression ratio did the Huffman encoding give you?
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