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ABSTRACT
Enterprises have recently adopted AI to human resource manage-
ment (HRM) to evaluate employees’ work performance evaluation.
However, in such an HRM context where multiple stakeholders are
complexly intertwined with different incentives, it is problematic
to design AI reflecting one stakeholder group’s needs (e.g., enter-
prises, HR managers). Our research aims to investigate what ten-
sions surrounding AI in HRM exist among stakeholders and explore
design solutions to balance the tensions. By conducting stakeholder-
centered participatory workshops with diverse stakeholders (in-
cluding employees, employers/HR teams, and AI/business experts),
we identified five major tensions: 1) divergent perspectives on fair-
ness, 2) the accuracy of AI, 3) the transparency of the algorithm
and its decision process, 4) the interpretability of algorithmic deci-
sions, and 5) the trade-off between productivity and inhumanity.
We present stakeholder-centered design ideas for solutions to miti-
gate these tensions and further discuss how to promote harmony
among various stakeholders at the workplace.
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•Human-centered computing (HCC); •Human-computer in-
teraction (HCI); •HCI design and evaluationmethods; •User
studies;
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1 INTRODUCTION
Human resource management (HRM) is an essential part of many
workplaces. Many enterprises, ranging from traditional industries
to leading IT companies (e.g., IBM and Google), place importance
on acquiring, evaluating, and developing employees [29, 62, 83].
Well-established HRM can make a business flourish while poor
HRM can cause an enterprise to struggle [55, 64, 65]. Thus, the
tasks HRM takes on (i.e., a series of processes ranging from hiring
to firing people) is an important matter not only to enterprises but
also to the various stakeholders within enterprises. HRM impacts
managers, executives, and employees. The workplace is where an
individual builds personal identity and/or finds purpose, as well as
where they earn a living to support their needs (e.g., family support,
financial loans).

At the center of HRM, there have always been issues of fair-
ness [12, 17, 24, 42, 47, 66, 69, 90, 91] regarding work performance
evaluations, such as gender/race discrimination, workplace politics,
and subjective peer review systems. For example, managers or HR
team members may have too much power and authority regarding
their subordinates’ work performance evaluations [18]. Such con-
centration of power often leads to workplace politics, such as when
subordinates do extra work in a team project to gain favor with
a superior or when a coworker free-rides off the work of others
because peer reviews are not reflected in the evaluation. To mitigate
these problems, enterprises have adopted peer review systems [18].
However, a horizontal evaluation system can be misused as a tool
of workplace bullying or politics. Specifically, a group of workers
can make secret pacts with each other to bully the same person
or to praise one another lavishly [80]. Some competent employees
have been sabotaged by negative comments/scores from unidenti-
fied colleagues or have received a severely low evaluation directly
reflecting peer reviews [80]. Unfortunately, employees have even
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committed suicide or uploaded a suicide note on the workplace’s on-
line bulletin board [102] after suffering from bullying in the disguise
of peer assessments or work performance evaluations [80, 102, 103].
Thus, despite its importance, traditional performance evaluation
systems in HRM (i.e., human-oriented evaluation systems) have
not yet solved the problem of fairness.

Both researchers and practitioners have hoped that AI might be
able to solve the issues of human bias and unfairness present in
traditional HRM. Especially when adopted for performance eval-
uations, people expect AI to be objective, unbiased, and efficient
regardless of workplace politics [4, 61]. Similarly, by applying ma-
chine heuristics [82] to HR systems, employees tend to perceive
AI’s work evaluations to be more objective, nonjudgmental, and
accurate [61]. Recent surveys [49, 104] also show that people trust
AI and perceive it to be fair in comparison to human managers.

Despite these rosy expectations, applications of AI in HRM are
causing serious conflicts [40, 61] between firms and employees due
to the different purposes and perspectives of AI adoption. This
is because the initial adoption of AI in HRM appears to be more
focused on monitoring and surveilling workers rather than solving
traditional problems [4] (i.e., human bias, subjectivity, prejudice,
and politics in the decision-making process). For example, Amazon
has recently implemented AI-powered cameras to monitor delivery
drivers, who may lose their job if they decline to consent to AI
surveillance [39, 51, 86]. While the firm defended such surveillance
as an asset for safety, drivers perceived it as a privacy invasion and
micromanagement. Unfortunately, such problems have no defini-
tive or objective solutions. According to an Amazon spokesperson,
the cameras are a safety system that has decreased accidents and
sign violations. However, such a system could be used as the panop-
ticon of a new era to push workers to extreme productivity through
supercharged surveillance. For such reasons, workers have resisted
the adoption of algorithmic management, and where adopted, se-
rious conflicts between employees and enterprises have arisen. In
another Amazon case, workers protested and sued the company for
utilizing AI to monitor and fire them without human intervention
[105]. Because AI is being used outside of its original purposes to
solve existing problems (human-bound unfairness or bias), AI’s
seamless application to HRM is still far away [67, 69, 83, 87].

Therefore, recent studies [42, 61, 69] have sought to find ways of
improving employees’ trust in AI and the fairness of its use in HRM
through an employee-centered design approach. Notably, Park et al.
[61] found that employees are concerned with the surveillance, pri-
vacy invasion, or forced meritocracy that AI in HRM could cause. To
mitigate these concerns, they suggested designing AI features (i.e.,
transparency [16, 77, 89], interpretability [30, 57, 58, 60, 88], and
human intervention [26, 96]) that reflect employees’ needs. While
their work helps clarify why employees resist algorithmic evalu-
ation and what may alleviate their antipathy toward it [61], it is
still limited because they did not consider the uniquely complicated
relationships of stakeholders in the HRM domain. In real-world
HRM situations, both employees and multiple other stakeholders
(e.g., executives, AI designers) are complexly intertwined with dif-
ferent incentives (e.g., social reputation, profit). This inherently
complicated nature of HRM is often characterized by tensions re-
garding AI’s adoption and its design features. In this respect, the

employee-centered solutions that Park et al. [19] suggested seem
unfeasible unless both the firm and its stakeholders agree to them.

To solve this problem, we incorporate a stakeholder-centered
design approach [19] for AI in HRM. In sub-domains of AI research
in HCI (education [23], healthcare [93], public sectors [71, 74, 75,
85], etc. [25, 79, 98]), scholars have emphasized the importance of
including various stakeholders in the AI design process [44, 45,
53]. This is because reflecting the values of only one stakeholder
group (e.g., system/policy designer) in the early stage of AI design
overlooks the values of other stakeholders (i.e., the people impacted
by AI). Aside from the ethical consequences, such decisions can
lead to AI system failure that is costly to fix or remove. In this sense,
the adoption of AI in HRM is another high-stakes sociotechnical
context where fast-evolving technologies, users, stakeholders, and
even social systems are complexly intertwined; thus, it is necessary
to look at the problems from a bird’s-eye view to design a fair
system. However, in the field of HRM, research on stakeholder-
centered fair AI design is extremely lacking. Especially, AI design
that reflects stakeholders’ tensions—which may be the key factor
to designing fair AI in HRM—has not been sufficiently explored.
Therefore, we first seek to understand the various sociotechnical
tensions surrounding AI in HRM through the perspectives (e.g.,
different goals or scope of AI adoption) of various stakeholders and
AI’s key design features. Then, while examining the design features
for fair AI, we ultimately seek to provide stakeholder-centered ideas
(e.g., design agenda for AI features). By doing so, we aim to uncover
where issues concerning fair AI emerge in HRM, what kinds of tensions
and trade-offs exist in designing key AI features in HRM, and how to
design AI for HRM so that all stakeholders find it fair and acceptable.

In the sense that we stress the role of multiple stakeholder par-
ticipation, our research aligns with Zhu et al.’s Value Sensitive
Algorithm Design [98] and following works [71, 75, 79], which in-
volve diverse stakeholders in the initial algorithm design stages and
reflect their values/insights as inputs when creating an algorithm.
However, Zhu et al. 1) chose to “remove design options that some
stakeholders strongly object[ed] to” [98] and 2) did not use a design
process that intentionally promotes an environment to identify
and resolve stakeholders’ value conflicts in their work. Because
our research centers on high-stakes HRM contexts, which are so-
cially complex and involve the conflicting incentives/interests of
stakeholders, it may be impossible to eliminate controversial design
options as Zhu et al. [98] did.

Thus, we do not discard such design options [98], and instead aim
to 1) deliberately foster an environment to detect and appreciate
stakeholders’ conflicting values and 2) better define and examine
these tensions (i.e., value conflicts) surrounding AI in HRM by fur-
ther incorporating the concept of wicked problems [8, 11].Wicked
problems refer to problems that cannot be definitively described
and have no objective solutions, such as policy problems. Design-
ing fair AI in HRM is also a wicked problem, because there is no
objective definition of fairness that satisfies all stakeholders. What
is fair to one stakeholder may not be considered fair by another
stakeholder. Similarly, there is no way to definitively prove that the
proposed solution is optimal and final [68]. Thus, designing fair AI
in HRM requires design thinking tailored to wicked problems [8],
which begins with a clear understanding of stakeholders’ different
incentives, values, and beliefs.
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To better identify and tackle the wicked problems of designing
fair AI in HRM, we adapted Roberts’s coping strategies for wicked
problems [70] (i.e., authoritative, competitive, and collaborative
design) and merged them into the design thinking process [8] (i.e.,
iterative design). Our approach to modify Roberts’s coping strate-
gies is useful for uncovering multiple stakeholders’ tensions in
advance so that designers and researchers can tackle them. We
used this approach in a scenario-based participatory workshop that
included both in-depth interviews and codesign sessions with a
variety of stakeholders. During the four-stage participatory work-
shop sessions, the stakeholders actively discussed the fairness of AI
evaluating employees’ work performance and the sociotechnical
tensions surrounding AI in HRM. Then, they brainstormed design
ideas to balance the tensions. As a result, the following findings
were identified (for details see 4):

• Stakeholders had common interests in 1) the fairness issues
of traditional HRM, 2) the goal of AI adoption and the scope
of AI tasks, 3) the factors that determine the nature of AI, 4)
the impact of AI adoption, and 5) who is responsible for algo-
rithmic decisions. Other interests were specific to a particular
group: The employee group emphasized fair and responsi-
ble evaluations while HR/employers focused on reducing
time and cost. The expert group explored the potential and
limitations of AI.

• A total of five major tensions surrounding AI in HRM were
identified among stakeholders: 1) the perception of fairness,
2) the accuracy of AI, 3) the transparency of the algorithm
and its decision process, 4) the interpretability of algorithmic
decisions, and 5) the trade-off between productivity and
inhumanity.

• We present AI design insights to balance each tension men-
tioned above: 1) take organizational and systemic approaches
to fairness rather than optimizing fairness itself, 2) comple-
ment AI’s imperfections in accuracy with human oversight,
3) design partial transparency in accordance with its ben-
efits and costs, 4) carefully design interpretability to avoid
imperfect (i.e., harmful) interpretability, and 5) pursue sus-
tainability regarding the trade-offs between productivity and
inhumanity.

Our contributions to the HCI field are as follows.

• By viewing the fairness of AI in HRM as a wicked problem
[8, 11, 70] and extending the existing employee-centered
design to stakeholder-centered design [19], we identified
five tensions among stakeholders that inherently emerge due
to AI’s features (e.g., accuracy, interpretability).

• We methodologically integrated Roberts’s coping strategies
[70] with iterative design thinking. This process facilitated
an environment conducive to debate where stakeholders
discovered AI features and each other’s value differences
(i.e., tensions), resulting in design insights.

• Finally, we provide a list of fair AI design insights for both
researchers and practitioners to use when designing fair,
stakeholder-centered AI for HRM.

2 RELATEDWORK
2.1 AI in HRM
In recent years, AI has gradually been adopted in HRM, and tech
giants (e.g., Amazon [100, 106], IBM [29, 40, 73]) have begun to hire,
train, and even fire their workers based on algorithmic decisions
[13, 61, 90]. This adoption of AI in HRM has already created con-
flicts, but some research [42, 69] has helped to elucidate employees’
perceptions and requirements regarding AI in HRM. To answer
why employees resist or even protest the adoption of AI in their
workplaces (e.g., warehouse workers who sued Amazon when AI
was used to fire them [105]), Lee [42] discovered that people are
more likely to perceive evaluation by AI as less fair or less trustwor-
thy than humans. Additionally, a recent study by Park et al. [61]
suggested that employees resist algorithmic evaluation due to six
types of burdens in human-AI interaction (i.e., emotional, mental,
bias, manipulation, privacy, and social burdens). To mitigate such
negative burdens, employees strongly desired transparency, inter-
pretability, and human-AI collaboration (rather than solely human
or solely machine evaluation) [61].

Nevertheless, employee-centered solutions may be limited or
even unrealistic. Decision-making in HRM inevitably involves not
only employees but also key stakeholders (e.g., CEOs, executives,
HR teams, technical experts) [29, 31, 69, 83]. Thus, tensions and/or
conflicts among stakeholders can arise due to the differing incen-
tives of each [69, 83]. For example, employees may request a high
level of transparency in the algorithmic decision process, but the
CEO, HR team, or AI designers may not want the same level of
transparency due to the risk of unexpected problems (e.g., increased
complaints, breach of HRM know-how, ethical/technical reasons
[24]). In other words, if there is no unified consensus among stake-
holders, employee-centered solutions may neither mitigate conflicts
surrounding AI nor improve its adoption in HRM.

To tackle this problem, a variety of HCI research domains, in-
cluding but not limited to healthcare [28, 93], high-stakes public
sectors [71, 75, 85], and online community design [79, 98], have
emphasized the importance of incorporating multiple stakeholders’
perspectives [19, 20] in the AI design process. For example, Holstein
et al. [23] included both students and teachers when designing AI
educational interventions in classrooms. Also, Robertson et al. [71]
realized the importance of stakeholders in the early stage of AI
design, after finding that the student-school matching algorithm
had failed. They determined that the views of the parents and the
San Francisco Unified School district policy designers had not been
reflected [71]. Similarly, our study builds on prior research that has
investigated AI in HRM from an employee-centered perspective
[24, 42, 69, 83] by incorporating a stakeholder-centered design ap-
proach [19]. We aim to holistically understand AI in HRM and its
sociotechnical context from various stakeholders’ points of view.

However, as Selbst et al. [77] have argued, algorithmic solutions
designed for one social context (e.g., high-stakes public sector) may
be misleading, inaccurate, or otherwise do harm when applied to
different contexts (e.g., HRM of a private firm). Thus, we differenti-
ate our study from the work of Holstein et al. [24], which focused on
AI practitioners’ challenges in general AI applications, by deeply
exploring the tensions surrounding AI in HRM among multiple
business stakeholders, including AI practitioners.



CHI ’22, April 29–May 05, 2022, New Orleans, LA, USA Hyanghee Park et al.

2.2 Fair AI in HRM
Two streams of research have emerged that are relevant to the
issues of fair and responsible AI. The first stream examines the
concept of fairness from a technical perspective—especially algo-
rithmic (un)fairness, which includes algorithmic bias and algorithmic
discrimination (i.e. when biased algorithms privilege or discrimi-
nate against a group based on their gender, race, ethnicity, etc.)
[41, 47, 77]. This stream assesses a range of tasks, such as sorting
and eliminating bias in training data, conceptualizing and math-
ematizing “fairness” as a goal for model optimization, and engi-
neering fairer algorithms/models by optimizing the mathematically
defined functions regarding fairness [77]. However, such techni-
cal viewpoints are limited in resolving conflicts surrounding AI in
the workplace for two reasons. First, designing fair AI in HRM is a
wicked problem in which there is no single, objective definition (i.e.,
mathematical formula) of fairness. Second, existing technical ap-
proaches have overlooked the sociotechnical context surrounding
the system—where technologies, employees, HR team/executives,
technical experts, and even social systems are complexly inter-
twined with each other.

The second stream focuses on socially fair outcomes (i.e., per-
ceived fairness) rather than algorithmically fair outcomes (i.e., al-
gorithmic fairness) [41–43, 52]. However, due to the “complexity
of HR phenomena, data challenges from HR operations, fairness
and legal constraints, and employees’ antipathy to AI management”
[83], there has been little research on AI’s application to work-
places. Thus, further research on fair AI design in HRM is even
more lacking. In one of the few existing studies, which is based
on a literature review of twenty-five design papers, Robert et al.
[69] categorized three different types of fairness (i.e., distributive,
procedural, and interactional fairness) that could emerge when
designing AI for employee management. Park et al. [61] also took
a step forward to investigate why employees feel that algorithmic
management is unfair, especially in the algorithmic evaluation of
work performance. Although these recent studies contributed to
understanding employees’ perceptions toward algorithmic deci-
sions, they are still limited because they only put employees at the
center of algorithmic management. Since HRM inevitably involves
both employees and other social actors (e.g., HR team) to make
work performance evaluations, the various perceptions of fairness
that multiple stakeholders have concerning AI in HRM should be
explored. To fill this gap, we further examine what tensions and
challenges exist among various stakeholders in fair AI design and
what might resolve them.

3 METHODS
3.1 Coping Strategies and Design Thinking for

Wicked Problems
Roberts [70] proposed three coping strategies—authoritative, com-
petitive, and collaborative strategy—that public officials and man-
agers can utilize to deal with wicked problems. The authoritative
strategy is employed when power is concentrated in a small num-
ber of stakeholders. The stakeholders are authorized to define the
wicked problem(s) and figure out solutions by heavily relying on a
few peoples’ expertise. When the power is more dispersed and con-
tested among a diverse set of stakeholders, competitive strategies
are suggested. Stakeholder groups battle to win the authority to

define the problem(s) and select solutions by assuming it is a zero-
sum game. Finally, if power is neither concentrated nor contested,
then collaborative strategies can be utilized. Various stakeholders
work together to create win-win solutions by enlarging the pie for
all parties involved rather than playing a zero-sum game.

While Roberts’s coping strategies [70] have contributed to spe-
cific and actionable options (i.e., trichotomy and black-and-white
options), the approach relies on categories and irreversible rules.
Roberts [70] suggests choosing one of the three coping strategies
depending on the characteristics of the given problem. However, in
the case of our study, the authoritative, competitive, or collabora-
tive strategies could each differently contribute to designing fair
AI in HRM. Specifically, the authoritative strategy is advantageous
for shaping stakeholders’ initial concepts and needs regarding AI
when stakeholders are not yet familiar with it. The competitive
strategy could easily highlight the conflicts (i.e., tensions) among
stakeholders. The collaborative strategy can be used to derive a win-
win solution, which is the ultimate goal when designing fair AI for
HRM. Thus, we utilized all three strategies together to better inves-
tigate the needs, tensions, and solutions for conflicts surrounding
AI in HRM.

The principle of irreversible rules, which does not consider the
repetitions or iterations of each problem-solving process, may be
viable when the social problems (see as examples [70]) are wicked
but familiar to the stakeholders, who are experts in their domains.
However, since AI has emerged as a new social actor at the center
of wicked problems, the stakeholders involved in the issues sur-
rounding AI in HRM are not experts; most of them have low AI
literacy [50] because they have not seen or used AI in HRM. Thus,
every step (i.e., authoritative, competitive, or collaborative design)
for fair AI in HRM is inevitably accompanied by much trial and
error, which cannot be solved by a linear process.

Regarding these concerns, Buchanan [8] pointed out that, unlike
design processes, “categories” have fixed meanings and, once cre-
ated, can only analyze “what already exists.” However, AI in HRM
is a new experience to stakeholders; thus, it does not already have
categories (i.e., the fixed meaning accepted within the framework
of a theory or a philosophy) to scrutinize. Also, he added, “the
actual sequence of design thinking and decision making is not a
simple linear process” [8]. By considering Buchanan’s perspective,
we incorporated Roberts’ three coping strategies into an iterative
design process. Instead of the category-oriented approach, we use
“placements” of signs, things, actions, and thoughts through which
patterns can be found in the iterations of authoritative, competitive,
and collaborative design. This design process allows the stakehold-
ers to “position and reposition the problems and issues at hand” [8]
(i.e., iterative design). By doing so, both researchers and participants
could intuitively and deliberately shape a design space for each
group’s views (e.g., needs and concerns). Ultimately, this process
could generate “a new perception of that situation” as well as “a
new possibility to be tested” [8].

3.2 Recruitment and Participants
The purpose of our research is to identify tensions among various
stakeholders’ needs and to elicit design insights from stakeholders
through participatory workshops. To obtain various viewpoints
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Table 1: Participants’ self-reported occupations and roles in the workplace

Stakeholders Occupations/Roles/Industry Name Description Participant No.

Employees Office and sales workers
Knowledge workers (i.e., product managers, research and development)
Service and health-related workers
Menial and physical workers (i.e., logistics, production, and construction)

P01-P08
P09-P13
P14-P19
P20-P24

Employers AI-based education, Drone/AI-based image processing, Architectural design, Data
visualization solutions, and Construction

P25-P30

HR Managers Multi-industry, Electronics, Gaming, Automobile, Construction, AI-based education,
Fashion, and Cosmetics (i.e., seven of them are world-leading companies that have at least
one hundred thousand employees worldwide)

P31-P41

AI/Business
Experts

AI designers who have experiences in 1) publishing and delivering presentations of
first-author papers at top AI conferences (i.e., CVPR, NeurIPS, ICML, etc.) and/or 2)
developing ML/DL-based systems in the industry.
University professors in the intersection of AI, business (marketing, operations, and
information systems), and industrial engineering.

P42-P47

P48-P50

from multiple stakeholders (i.e., employee and professional groups),
it was important to recruit a diverse and representative set of partic-
ipants with different demographic and occupational backgrounds.
Thus, we distributed our recruitment poster on social media and
used the snowballing method to recruit both employees and pro-
fessional groups.

For the employee group, a total of sixteen participants contacted
us to participate in our study. To increase the diversity of the sam-
ples, we contacted our personal contacts and repeated the snow-
balling method to recruit an additional eight participants. As a
result, a total of twenty-four participants (P1–P24) with diverse
backgrounds registered for our study, and they all successfully
completed all of the sessions.

To recruit a diverse group of professionals, the authors emailed
a variety of global business leaders and corporate stakeholders
through their personal contacts. Some of the initial respondents
helped disseminate our recruitment poster to enterprises or other
business leaders. Consequently, we recruited nineteen professional
participants through our personal contacts and snowball sampling,
and seven participants joined from our recruitment via social me-
dia. The occupation of the professional participants is comprised
of entrepreneurs, employers, HR managers, certified labor consul-
tants, labor attorneys, AI experts, and business/economics scholars,
among others.

A total of twenty-six professionals (P25–P50) participated and
successfully completed all of the design sessions. All fifty partici-
pants were compensated 20 USD each.

To protect the privacy and security of our participants as well as
their firms, we let the participants choose between two formats of
interview and codesign sessions: a one-on-one or a focus group of
three to five people. This hybrid style of research design is widely
used for sensitive research in case participants feel uncomfortable
sharing private stories with others or when their disclosure could
threaten their status or security in society. During our recruitment,
several participants requested a one-on-one session because they
were concerned about sharing their firms’ current system or issues
with other corporate stakeholders. Also, due to the sensitive nature

of the work, some participants requested not to be put into an inter-
view or codesign focus group with others from their own company.
Because some employees may not have been able to directly/freely
talk about their opinions in front of other stakeholders from their
company (e.g., HR or the CEO), we endeavored to actively reflect
the workers’ sensitive circumstances in our study design. For ex-
ample, we decided not to collect any of the participants’ private
information, such as their affiliation, race, or foreign status. Even if
some participants explicitly mentioned sensitive information (e.g.,
their company name) in the process of our study, we intentionally
excluded it from our transcripts. Additionally, we paraphrased parts
of the transcripts that could seem like whistle-blowing.

3.3 Procedures
3.3.1 Interviews and Participatory Workshops. As shown below,
we conducted four stages of participatory workshop sessions that
allowed multiple stakeholders to be actively involved in the re-
search. Participatory workshops enable stakeholders/experts to 1)
identify tensions as an informant that gives feedback (as legitimate
end-users, direct corporate stakeholders, or domain experts) and
2) envision design ideas or future agendas as equal design part-
ners. The first author also engaged in the design session to play
the following essential roles: 1) a moderator who creates a free
and open space for active brainstorming by asking prepared ques-
tions/prompts, 2) a messenger who conveys other groups’ opinions,
and 3) a mediator who encourages all of the stakeholders to address
tensions through heated debates and to reach a consensus for fu-
ture design ideas. Regardless of the participation option (i.e., via a
one-on-one or focus group), the moderator actively shared other
stakeholders’ diverse ideas, needs, and opinions in each session.
We strictly followed all of the research procedures and protocols
that the IRB approved. During the session, the moderator made
sure not to disclose anyone’s personal or sensitive information.
After notifying participants that audio recording was required and
receiving their informed consent, we began the following sessions,
which lasted approximately 90–120 minutes.
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Table 2: Scenarios of AI in HRM presented to participants

Category Scenarios of AI in HRM Reference

Evaluation for
Menial Labor

A logistics company adopted AI that automatically tracks its delivery drivers through
AI-powered cameras. The AI camera monitors and records drivers’ behaviors during the delivery
time. If the AI judges that the drivers do something dangerous, like checking their phones or
yawning, it automatically generates warnings in the middle of driving and suggests that drivers
keep their eyes on the road or take a break. According to the company, this AI-powered safety
system can help decrease accidents and sign violations.

Amazon [40, 86]

Evaluation for
Skilled Labor

An IT company predicts employees with a greater propensity to leave and evaluates employees
(e.g., top talent developers, salespersons). Also, the company analyzes unstructured content from
their annual and pulse surveys and in-company social media to improve the firm members’
communication skills and engagement in their team. Also, AI recommends when to reward
strong performance with pay raises or bonuses by including the market rate for employees’ skills
and how in demand the skills are.

IBM [22, 107]

Evaluation for
Emotional
Labor

A customer service center adopted AI to analyze and evaluate their employees’ hidden efforts
(e.g., their warm tone/language, coping capabilities with blacklist customers, content and length
of each call) beyond mere customer satisfaction ratings. By combining the AI’s evaluation matrix
with customers’ satisfaction, employees’ salary reduction and promotions/bonuses are decided.

Call Center &
IBM [42, 63]

Monitoring
and
Surveillance

In a construction company, AI automatically detects dangers on site and monitors workers via
CCTV cameras. Through vision and biological identification techniques, the AI tracks and
classifies a variety of loitering and working motions (e.g., smoking vs. hammering) to calculate
each worker’s actual work time and evaluate their work performance. The firm explains that
such surveillance can help decrease accidents on site and provide fairer rewards to dedicated
workers.

Construction
(CCTV) [101]

3.3.2 Design Sessions. Authoritative design. The purpose of this
initial stage was to enable each stakeholder group (or an individual
representing a stakeholder group) to conceive individual or group
needs, by brainstorming AI applications and envisioning AI that
meets their needs and expectations. This process was essential
because, regardless of each stakeholder group’s characteristics, most
of the participants have not experienced AI evaluating workers in
their workplace. Thus, by vividly imagining AI in HRMon their own
terms, stakeholders could become more familiar with AI’s features
and application within the HRM domain. During the process, we
encouraged participants to share how AI should be designed to
satisfy the needs of the group they belonged to as well as their
own needs. The specific interview questions and codesign prompts
were as follows: “What do you think about AI performing HRM
tasks, such as work performance evaluations?” “What advantages
or disadvantages could AI bring to you or the firm?” “Would AI
adoption in HRM make performance evaluations fairer?” “What AI
features/issues should be considered before adopting AI in HRM?”
Based on their responses, we let them design the most ideal AI for
HRM according to their own unique needs, requirements, values,
etc.

In the beginning, we did not show any real-world use cases
or scenarios in which AI is used to evaluate work performance
evaluations. This is because showing such scenarios could affect
the participants’ initial perceptions of AI in HRM. However, when
participants expressed difficulty in imagining and designing AI for
HRM,we informed them that detailed scenarioswould be given later
and encouraged them to freely design AI without any specific ref-
erences in the meantime. After the initial cycle of the authoritative

design process was conducted, we showed the detailed scenarios
(that we adopted and modified [42, 61]) to help participants bet-
ter understand how AI currently works in real-world HRM. Then,
we repeated the authoritative design process by asking the same
interview questions and codesign prompts once more.

Competitive design. In this session, we aimed to have stake-
holder groups compete to make AI in HRM work for themselves;
they debated AI designs by representing their group/individual
incentives. This enabled us to concretely identify most of the im-
portant issues that each stakeholder group had discovered through
the authoritative design step. While disagreeing with other stake-
holder groups’ opinions about the definition of normative AI in
HRM and its problems, participants could identify what trade-offs
exist in AI design and where critical conflicts or tensions emerge.
To foster broad and constructive debates, the moderator introduced
a set of design agendas, AI requirements, and needs that other
people had previously discussed and produced in their design ses-
sions. When the fierce debates concluded, both the moderator and
participants summarized the discussion by grouping the AI design
agendas and issues into similar categories of tension.

Collaborative design. Centering around the critical issues (e.g.,
trade-offs and tensions) identified in the competitive design, stake-
holders collaboratively discussed future AI design with the goal of
mitigating potential conflicts and ultimately reaching an agreement.
During the collaborative process, stakeholders could come up with
viable design ideas for solutions. Some of the design ideas for solu-
tions reflected the majority of the stakeholders’ needs/requirements
while others did not draw a consensus or were not feasible for tech-
nological or policy-related reasons. Such unresolved issues were
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provisionally suspended in this stage: simpler issues were read-
dressed later in the session and more difficult issues were moved to
the next session.

Iterative design. The iterative process allowed the stakeholders
to go back to a previous stage any time they needed to reinvestigate
needs, conflicts, and design ideas for solutions. Such iteration is
important because clearly defining wicked problems and giving
shape to design ideas for solutions is inherently difficult at each
stage. Stakeholders were allowed to return to a stage/idea and
repeat the iterative process until final agreements were reached in
the collaborative design stage. Thus, our method did not pursue a
linear design process or solve rigidly fixed or predeterminate problems
[8].

3.4 Data Analysis
All of the recorded audio from each session was transcribed, and
the data was used for thematic analysis. By using open coding
procedures, we discovered clusters of similar topics and organized
them in an inductive manner according to thematic relationships.
We conducted two cycles of reading through the transcripts and
(re)categorizing similar themes. Any coded topic that did not have a
clear them or relationship was discussed and rearranged until there
was no further dispute about it. The themes were finalized after
multiple rounds of inductive (re)classification and the addition of
new themes, and the reliability of the results was double-checked
by screening them once more. Adopting Braun and Clarke’s sugges-
tions and justification provided in [7], we did not conduct a specific
intercoder reliability testing.

4 RESULTS
In this section, we present our findings from the design sessions.
Section 4.1 presents the findings of the authoritative design ses-
sion, and section 4.2 presents the findings of the competitive and
collaborative design sessions.

4.1 Authoritative Design: Stakeholders’ Needs
The purpose of authoritative design is to draw out every group’s
needs and interests by encouraging each group to actively partici-
pate in the design process. As a result, we discovered the common
interests of all stakeholder groups as well as the distinct interests
of each stakeholder group regarding the adoption of AI in HRM.

4.1.1 Common Interests and Incentives. Fairness issues in tradi-
tional HRM.Many participants expressed that work performance
evaluations in traditional HRM are unfair. Surprisingly, participants
believed unfairness starts from the very beginning of assigning a
task, which amplifies unfairness and affects the work performance
evaluation. P35 (HR) said, “It depends on how we define fairness. If
fairness means whether the workers perceive it to be fair, I think
over a half of our workers would feel our traditional evaluation
system is unfair.” Similarly, P41 (HR) mentioned,

“This happens to every firm . . . there are some suc-
cessful business divisions that naturally bring about
good results. If you’re put into such a division or a so-
called ‘promising’ new project, the fact that you’re as-
signed to that team leads to good performance. Then,

you can get good results with little work or effort,
because that business or project by nature has always
received a good response from customers in the mar-
ket. On the other hand, within the market structure,
there areminor and dying businesses that barelymake
a profit in a firm. Then, even if an individual works
really hard, there is nothing he can do about his work
performance. I believe getting an evaluation based
on what you [i.e., an individual employee] did is rea-
sonable and fair. But it’s hard in the current HRM
system.”

Similarly, P13 (employee) said, “There are some kinds of construc-
tion projects that look so profitable just looking at the blueprint at
a glance. If someone is assigned to it, you’ll make a profit and get
promoted. It’s not your performance; it is just luck.”

The goal of AI adoption. Most participants expected objectiv-
ity and productivity from AI when compared to traditional HRM,
regardless of stakeholder group differences. For instance, P35 (HR)
said,

“I would want to see or expect something more ob-
jective from AI. Then, I would be able to see the dif-
ference in the degree of objectivity between the AI’s
judgment and my judgment. There always have been
points that I missed in that regard. To sum it up, AI
should ultimately save time for our [i.e., a human
HR team’s] decision-making as well as improve the
accuracy of our decision-making.”

P38 (HR) reported, “Clarifying the purpose of AI adoption in HR
is important even though it would be different depending on each
stakeholder group. What utility would AI’s adoption bring to the
evaluated person?Would it be useful to them? I think those who are
evaluated would expect an objective performance evaluation. P48
(AI/business expert) mentioned, “the purpose of AI adoption should
be the sum of all of the stakeholders’ benefits [i.e., gains or interests]
by fostering employees’ motivation, reducing the firms’ agency
costs [e.g., inefficiencies, conflicts of interest], and increasing the
total productivity of the firm.”

The scope of AI tasks. Participants showed a strong interest
in narrowing down what specific tasks the AI should intervene
in and which part(s) within those tasks the AI should automate
or augment. P06 (employee) said, “It depends in what domains AI
would be used. I think it’s possible to partially use AI for operation
or R&D areas.” P50 (AI/business expert) mentioned, “I think due to
technical limitations, such as lack of data, AI should be used in away
that reduces humans’ inefficiency and assists humans’ tasks. Critical
decisions should be made by humans.” Similarly, P42 (AI expert)
also said, “To use stock investment as an example, the algorithm’s
task is close to the concept of stock item recommendation. The final
judgment or critical decision should always be made by humans.”

Factors determining the nature of AI. A total of twenty-one
participants asked about the unique characteristics of AI and/or
components that constitute AI. More specifically, participants asked,
“What is AI and what does it look like?” or “Is it like a CCTV or com-
puter software system that monitors our behavior?” Explanations
of AI’s results and inner procedures were also an essential focus of
their interest. Over half of the participants (N = 26) asked one of
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the following questions: “Does AI let me know how it made such
a decision?” “Can someone [i.e., a human] operate or manipulate
AI?” “How can AI calculate, reason out, and produce results?” and
“How can I trust the result is accurate?”

The impact of AI adoption. Especially, participants wanted
to know how the adoption of AI for work performance evalua-
tions would influence their life at work. This is because most of
the stakeholders’ future work—their future employment, ability
to work, chance of getting fired, and the type of tasks that they
take on—could significantly be affected depending on how the AI
is designed and what it requires of them. P32 (HR) asked, “If AI is
applied to HRM, a lot of things would change. From the evaluation
system itself to the existing HR software system, there would be
lots of parts to touch up.” P08 (employee) said,

“There should be infrastructure established to adopt
AI for work performance evaluations. Should we use
specific software tools like Google Docs so that AI
can analyze who contributed to making a report, or
something like that? But I guess workers wouldn’t
like breaking their work customs or disturbing their
existing work flows just to try the new AI evaluation.”

Responsibility for the algorithmic decisions. Many partic-
ipants (from AI/business experts, HR managers, and employers)
brought up the issue of who would take responsibility when AI
makes wrong decisions. P39 (HR) described ambiguous situations
in which it is hard to pinpoint the blame on one group:

“I have two major concerns about the responsibility
for the AI. First, who will take responsibility when
the AI makes errors? Secondly, let’s assume that the
AI operates well but we cannot know and explain its
mechanism or logic. Who will take responsibility if
issues happen in that situation? Those two are a little
different but both of them are big problems.”

4.1.2 Group-Specific Interests and Incentives. While stakeholder
groups had some similar interests in common, distinctive group-
based interests and incentives were also identified.

Employees: Fair and responsible evaluations. The major in-
terests and incentives of the employee group fell under the themes
of maintaining wellbeing, protecting privacy, boosting capabili-
ties/competence, improving fairness and accuracy in work perfor-
mance evaluations, and preventing the reduction of communication
opportunities. P02 (employee) mentioned, “I can’t sacrifice my pri-
vacy. My firm just updated the speed gate system so that they can
store all of our data, like the time I spend to have a smoke and go
downstairs to pick up packages. I already hate the fact that they
store it, but now it will be used for work performance evaluations?
Workers will suffocate.”

HR/Employers: Reducing time and costs.Our findings show
that a total of sixteen participants mentioned that AI in HRM should
provide benefits for their group and/or the firms in terms of reduc-
ing their “time, effort, and costs.” Especially, participants empha-
sized productivity and efficiency (e.g., the simplification of admin-
istrative work). For instance, P40 (HR) reported, “We should think
clearly about the purpose of the AI evaluations. It may sound very

HR-oriented, but increasing efficiency in evaluation, that’s what
the HR team wants and speaks for.” Similarly, P38 (HR) explained,

“Work performance evaluations are an extremely im-
portant task that we carry out annually in the HR
department. There are lots of time-consuming and
effortful tasks, like making administrative documents.
Looking at AI’s adoption through the perspective of
an HR practitioner like me, I hope the AI helps out a
little bit with such HR tasks or reduces the workload.
Then, our work could be done more simply or easily.”

AI/Business experts: Potentials and limitations of AI. Our
findings show that AI designers and business scholars pay attention
to AI’s technological possibilities. For instance, P49 (AI/business
expert) said,

“AI’s role is comprised of three major parts. The first
is datafication, meaning AI makes it possible to collect
and use new data that was once impossible in the past.
The second is prediction, which is a task that antici-
pates employees’ performance based on the collected
data. The third is optimization. AI is used to optimize
the inefficient parts and achieve efficiency. I think,
among the three, AI will first be utilized for optimiza-
tion tasks and then for datafication tasks. However, in
terms of prediction, we have a long way to go techno-
logically. So, I think we should pay special attention
to this part [i.e., prediction] and have more careful
discussions.”

Similarly, P48 (AI/business expert) mentioned, “Although it is
possible to automate certain parts of HRM through algorithms, it is
essential to monitor, diagnose, debias and even audit the AI through
active human interventions.” Regarding the potential of AI, P45 (AI
expert) said,

“The details of AI design should be tailored or applied
differently after considering the nature of the various
businesses or tasks. In such fields where quantita-
tive evaluations are already common, the employees
might welcome AI’s adoption to HRM. For example,
in the case of customer service, work performance is
traditionally evaluated based solely on customer sat-
isfaction or call success rates. But if AI datafies more
diverse variables, like the customer service agent’s
warm tone or emotions conveyed during the call, the
agent might like that the AI recognizes their hidden
efforts. However, in fields where creativity is more
appreciated, the AI should be designed to maximize
future value by promoting trial and error [i.e., creative
risk-taking] to workers.”

4.2 Competitive and Collaborative Design:
Tensions Surrounding AI and Design
Insights to Balance the Tensions

We found tensions in five significant areas, each with corresponding
design insights: perspectives on fairness (4.2.1), tradeoffs surround-
ing the accuracy of AI (4.2.2), transparency of the algorithm and
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the decision process (4.2.3), interpretability of the algorithmic deci-
sion (4.2.4), and trade-offs between productivity and inhumanity
(4.2.5). By defining and explaining the tensions here, we seek to
present the issues at hand that are worth thinking about in advance.
Also, we describe the design insights that were discovered in the
process of collaboratively envisioning solutions that could balance
the tensions. Thus, the purpose of providing the design insights in
this section is not to guarantee concrete solutions, but to delineate
design spaces [99] from which designers can start to untangle the
problems and scholars can scientifically approach/test for solutions
(see Buchanan’s point in 3.1. [8]). Since our research is an early
study that directly engaged diverse stakeholders for AI design in the
HRM context, the design solutions (which we have interpreted as
design insights) shaped by our participants could become valuable
for future/follow-up research.

4.2.1 Perspectives on Fairness.

4.2.1.1 Tension: “Stakeholders from different planets.” As expected,
our findings show that not only each stakeholder group’s needs,
but also the definitions and concepts of fairness held by them are
in conflict with one another. While employees desired fairness
in adopting AI for work performance evaluations, HR/employers
argued that fairness itself is not the ultimate reason for the firm’s
existence. The AI experts focused on how to (mathematically or
economically) measure fairness.We present each group’s arguments
in the following section.

Employees: “We want a fair decision process.” Our results
show that employees emphasized procedural fairness (i.e., fair de-
cision processes) in AI’s application to HRM. Employees expect
objectivity in work performance evaluations and believe fairness
can be achieved through designing transparent and fair processes.
P04 (employee) said,

“When I hear AI will be adopted by HRM at my work,
I naturally expect it will be used for an objective and
fair work performance assessment—like getting paid
for the work done regardless of gender, or something
like that. If AI still makes the same bias or fault we
[humans] used to make, why try a new thing? Isn’t
it more efficient to just stick to the traditional way?
There’s no need to break the custom unless it’s better.
If we have to adapt to the new HR environment of
AI without anything to gain, it is bothersome or just
adds a new type of burden on us.”

Individual workers also viewed fairness as receiving fair credit
for what they did. P13 (employee) also added, “I overwork and
always help other colleagues to learn how to use difficult software
tools for architectural design, because I graduated from a top-tier
school. But I’m under-appreciated just because I’m female. The AI
should help break the glass ceiling and promote equal pay for equal
work.”

HR managers and employers: “Fairness is not the reason
for the firm’s existence.” Contrary to employees, HR managers
and employers argued that fairness is a means of securing a com-
pany’s sustainable competitiveness and should not be a goal in

itself. This group tended to show a negative stance toward center-
ing fairness in HRM and viewed work performance evaluations as
a part of increasing the firm’s benefits. P41 (HR) explained,

“The purpose of HRM is neither fairness nor equity,
and I haven’t ever evaluated workers with the aim
of fairness. The purpose of HRM is the enterprise’s
growth, [so] the fairness of the process can’t be the
goal of HRM. The nature of HRM and HR evaluation
I do is to evaluate workers based on what they have
done and will do, to assess their suitability to the orga-
nization. Many workers would think that they should
be evaluated based on what they have done in the
past. However, giving a good evaluation means giv-
ing opportunities for promotions or priority when
negotiating salary. And the firm does so [i.e., gives a
good evaluation] because the firm is sure that this em-
ployee will bring more profit, such as sales or growth,
to the firm. So, making an evaluation strictly based on
the sales that a worker has made in the past and giving
100% credit for it isn’t sound and desirable HRM.”

P49 (AI/business expert) also said,
“I don’t think we should define fairness as employees’
satisfaction or increasing it. We should differentiate
fairness for enterprise from what we call ‘socially fair’
and define them differently. This is because there is a
difference between the purpose of the enterprise and
that of society. So, when trying to directly apply the
social definition of fairness to enterprises, conflicts
will surely occur and are unavoidable.”

AI/Business experts: “If you cannot measure it, you can-
not improve it.” Similar to the HR/employers group, the expert
group showed a negative attitude toward defining fairness but for a
different reason—its technical limitations. Experts pointed out that
since it is almost impossible to mathematically define and quanti-
tatively measure the fairness of AI in HRM, maximizing fairness
itself is difficult. For that reason, many experts said the fairness
people pursue is too subjective, and it is necessary to set a more
measurable goal. P50 (AI/business expert) explained,

“Because fairness is an extremely subjective and tech-
nical space intertwined with value judgments, it is
difficult to precisely define and quantitativelymeasure
the concept of fairness. To solve a certain problem, it
is important to set an objective and measurable goal.
Without having a systematically clear direction, we
cannot achieve the goal. Of course, fairness is impor-
tant, but it is practically impossible to maximize an
index that is difficult to quantitatively measure in the
first place. So, I think that fairness shouldn’t be the
ultimate goal itself.”

P49 (AI expert) mentioned,
“If you really want to measure fairness, you can do
that by mathematically defining it. There are so many
mathematical ways to define fairness, . . . There are
even trade-offs among the varying definitions of fair-
ness. So, it seems impossible to define one measurable
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fairness that everyone agrees on. . . . Also, people’s
conception of fairness is too subjective. I think people
have issues with machine learning algorithms, even
if it does the same thing [as humans]. Even people
who don’t show dissatisfaction with an HR team’s
imperfect human decisions become fussy about [de-
cisions] when they hear that they were done by ML
[i.e., machine learning]. Look at the cases of auto-
driving. Even if the car accident rates are way lower,
people respond more sensitively to just one accident
that algorithms make. This is a major hindrance to AI
adoption.”

4.2.1.2 Design Insights: “Utilizing organizational and systemic ap-
proaches.” Our findings—participants’ varying views on fairness—
reconfirmed a lack of existing literature that differentiates types of
fairness in the employees’ position [69] and the AI engineers’ diffi-
culties in optimizing (mathematically-defined) fairness [24, 77, 85].
However, by theoretically adopting the definition of wicked prob-
lems [8, 70] and applying it to AI adoption in HRM, we further
discovered that the stakeholders in HRM (such as HR teams and
employers) have needs/incentives regarding fairness that severely
conflict with each other. Also, most participants could not objec-
tively define or optimize fairness. For this reason, many participants
mentioned that each organization, through trial and error, needs
to reach a unique ideal where AI and stakeholders coexist har-
moniously. In this vein, the expert group suggested firms take a
structural and systemic approach (e.g., openness, mutual surveil-
lance, intentional slack) beyond endeavoring to optimize fairness
itself, and other stakeholders (i.e., employees and HR/employers)
agreed.

Openness andmutual surveillance.After all of the stakehold-
ers realized that AI cannot be perfect, they reached a consensus
that it is critical to design AI under the assumption that it could
have errors. P35 (AI expert) said,

“From the very initial stage of envisioning the sys-
tem, we should keep in mind that algorithms could
have errors. When designing AI, we must consider
some buffers in case AI makes mistakes. Also, to ap-
peal to the employees, giving them some intentional
slack would increase their trust toward the evaluation
system as well as the AI.”

Instead of hiding the imperfections in AI, participants asserted
that each stakeholder group has a right to raise and discuss fairness
issues from the earliest stage of AI adoption. They believed dis-
cussing issues openly and not giving in to the mainstream opinion
(e.g., of the HR team) could enable members of the organization to
mutually check the power structure. In that respect, participants
emphasized that decision-making for the adoption of AI in HRM
should be accompanied by enough discussion for consensus and
persuasion. They also agreed it is necessary to build a system for
mutual surveillance between humans and AI (e.g., external AI audit)
that goes beyond human-AI collaboration. P49 (AI/business expert)
gave an example of an auditing system: “Although many employees
don’t know about finance, they perceive it to be fair because an
auditing system exists. That means we should set a goal to design
a broad system that the members could accept as fair. We could

focus on building and maintaining a healthy ecosystem by allowing
mutual surveillance through external audits.”

Also, for AI to be adopted seamlessly, many participants agreed
that it is necessary to design and set the goals of both employ-
ees and employers in a similar and symbiotic way. Regarding the
AI/business expert group’s request to support the firm’s sustainable
growth with proper compensation as the firm grows, employers
(P25, P26, P30) expressed their desire to build the firm’s vision, form
a social consensus, and provide compensation to dedicated workers.
P50 (AI/business expert) said,

“Sustainable growth should be the ultimate direction
we aim for together. The firm exists for its own profit
and growth. To the employees, the job could be a
means of maximizing their personal growth and [fi-
nancial or social] benefits in life. They [i.e., the firm
and its employees] should align their interests and
goals in the same direction so that they can both grow.
I think pursuing a sustainable way by satisfying both
the firm and employees should be the objective of
achieving fairness.”

Building an organizational system that allows openness and
mutual surveillance may be the first step toward navigating and
attempting to resolve the tensions surrounding fairness in HRM.
Demand for such a system may be more prevalent/critical in the
HRM context compared with, for example, the context of enter-
prises’ AI product development for sales [53]. Madaio et al. [53]
have already raised the problems of 1) having no formal process
within a firm for utilizing fairness checklists and 2) the typical orga-
nizational culture that omits the complex procedures and prioritizes
“moving fast.” In a similar line of research [10, 79, 85, 98], scholars
have also claimed the lack of a mechanism to incorporate fairness
feedbacks and to resolve disagreements. Thus, our findings offer
academia/industry a good starting point as a critical design agenda:
how can firms build an organizational system (e.g., auditing) that
deliberately identifies “good tensions [53]” in advance and further
adjusts and compensates employees when problems emerge from
them?

4.2.2 Trade-offs Surrounding the Accuracy of AI.

4.2.2.1 Tension: “Accurate AI comes at a price.” There were con-
flicting claims about accuracy among participants, because accu-
racy enhancement often demands sacrifice. Although such findings
are broadly in line with prior works [10, 24, 79, 85] that empha-
size challenges in meeting and/or communicating model accuracy,
our study features the unique characteristics of the HRM context:
1) each stakeholder’s purpose and impact of using AI in HRM is
unique and 2) the socially-situated HRM context fuels conflicts on
the accuracy of AI among stakeholder groups.

Algorithmic unfairness: “It’s true that including discrim-
inatory features can increase predictive performance.” From
the perspective of AI experts (who are often creators of AI), time
tracking workers’ behavior may be required to collect more data
(i.e., privacy invasion), or unfair features may be used to increase
predictive power (i.e. algorithmic unfairness). Especially, the expert
group pointed out important technical issues that other stakehold-
ers need to be aware of: 1) Methodologically, the imperfection of
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data often causes algorithms to discriminate against a group based
on their gender, race, ethnicity, etc. (i.e., algorithmic unfairness).
2) To solve this problem, it is possible to exclude sensitive features
(e.g., gender, race) from predictive models or collect more data. 3)
Regardless of its virtue, including sensitive/discriminatory features
into a machine learning model when data is lacking could increase
its predictive performance (i.e., algorithmic unfairness). P26 (AI
expert and employer) and P45 (AI expert) gave an example,

“When real causal features (e.g., social capital, edu-
cation) are unavailable and these unavailable causal
features are correlated with some available sensitive
features (e.g., gender, ethnicity), including the sen-
sitive features can increase predictive performance
(e.g., the accuracy of predicting income). Thus, in real-
world situations, there are often trade-offs between
algorithmic fairness and the performance of AI mod-
els.”

Privacy invasion: “Youwantme to go naked for a fair eval-
uation?”As other participants listened to the experts’ explanations,
both between and within stakeholder groups, there were disagree-
ments about using sensitive/unfair information for increased accu-
racy. Especially, most of the employees strongly asserted that the
firm should not use such sensitive data. This is because such harsh
exploitation of data is perceived as a surveillance tool beyond mere
privacy invasion that leads to severe inhumanity. Moreover, the em-
ployee group strongly refused to accept time tracking by the firm,
even if it could allow more objective evaluations. P02 (employee)
mentioned,

“Are you saying I should sacrifice my privacy, just
to achieve AI’s accuracy? You mean AI will track me
to figure out my behavior, like what I’m doing while
sitting or standing, or who I’m chatting with or email-
ing? That’s like stripping me naked and forcing me
to walk around undressed! That can never happen.
That would cause an uproar, and a war would begin. I
would rather get an unobjective, inaccurate, bad, and
unfair evaluation.”

Similarly, P05 (employee) mentioned, “I really don’t think that AI
could achieve fairness even if it used all of our sensitive information
[via] a position tracking system, email, or whatever. The idea that
the firm could achieve accuracy or fairness through AI is just an
illusion.”

In contrast, the HR/employers group was more open-minded
to micromanagement by advanced technologies that supercharge
surveillance. This group believed that such surveillance would ben-
efit hardworking employees by enabling a fairer performance as-
sessment. For instance, P30 (employer) said, “Who would want un-
focused workers? Some workers go out to drink water and smoke
or go to the restroom every minute, whereas there are excellently
capable workers with great work ethic and integrity.”

Surprisingly, some HR managers and employers (N = 9) sug-
gested using sensitive information to better predict employees’
leave or time off from work or to select the right workers for pro-
motion, disclosing that most firms would already implicitly reflect
workers’ sensitive information in important decision-making. P33
(HR) said, “Almost every firm has its own confidential list of major

talent. It’s something like profiling.” Also, while some employees
(N = 12) were already aware that firms implicitly use workers’
sensitive information for critical decision-making, they expressed
unpleasant feelings, saying “I really don’t think that is necessary”
(P08). Regarding this issue, other professional stakeholders gave ex-
amples to explain the inevitable reasons for using sensitive features.
For instance, P37 (HR) argued,

“It depends on the purpose of the firm or its situation.
For example, a company that has a competitive edge
in terms of managing and retaining top talent may
want to catch early signals of someone’s willingness
to leave the company. Isn’t it impossible to completely
exclude all of the data just because it’s sensitive? De-
ciding whether to include sensitive variables or not
could change depending on the situation.”

Inefficiency: “I’m not an AI-sitter. . . Shouldn’t adopting
AI reduce my time and effort?” We identified that there is a
trade-off between efforts in increasing accuracy and the inefficiency
it causes. The employee group stressed the importance of accuracy
in their performance evaluations, whereas HR/employers were
concerned with the inefficiency (i.e., time and effort) of increasing
accuracy. For instance, P41 (HR) said, “The weakness of AI is the
time spent to modify, improve, and de-bias the algorithms. If the
stakeholders have to put too much time and effort in figuring out
whether the algorithms’ results are meaningful, the AI could just be
buried as a result of the countless days spent exploring it.” Similarly,
P33 (HR) mentioned, “As a metaphor, AI in HR doesn’t have to
play chess perfectly or make all the right moves. It’s enough if it
provides a good match for us [i.e., HR teams], because we will judge
and make moves in the end.”

4.2.2.2 Design Insights: “Does AI have to become evil to be perfect?
Can’t humans compensate for AI’s imperfections?” In the workshops,
both the participants and moderator presented several possible situ-
ations where sensitive variables may be needed, and all of the partic-
ipants recognized the problem of using sensitive and controversial
variables (especially race, gender, and ethnicity) to increase the
model’s accuracy for work performance evaluations. In response,
the design ideas that participants shared and agreed upon the need
for are 1) the discretion of human decision makers (i.e., HR) and 2)
informed consent backed by persuasive reasons.

Human discretion. Instead of using sensitive information in an
unethical way to perfect scarce data, both HR teams and employees
requested that an imperfect AI be complemented by the HR team’s
discretion and intervention. P02 (employee) said, “If the firm makes
sure that AI doesn’t utilize sensitive or personal data and guarantees
that HR makes up for the inaccurate results of AI, I think I would
accept a trial adoption of AI.” Similarly, P48 (AI/business expert)
said, “I recommend the controversial data not be used even if it
could undermine themodel’s accuracy. If such sensitive factors need
to be reflected in AI models, I think the human HR team should
directly validate and readjust AI’s results based on clear standards.
I believe AI should be used as an assistive tool in this case.” Another
AI expert (P47) also showed a cautious attitude saying, “Rather than
including all of the data just to make a highly accurate model, we
need to cautiously approach it by following the process manually
and confirming whether it has a causal relationship.”
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These findings align with prior works [71, 75, 79, 98], which
emphasize AI design that allows human discretion. In high-stakes
public sectors where the purpose of AI is for common good, stake-
holders in practice often utilize sensitive attributes (e.g., race and
age [10]) if the benefit outweighs the cost or situationally decide
whether to use sensitive attributes by comparing models made
with/without the sensitive attributes [85]. However, because using
such attributes can lead to unintentional and/or systemic bias, re-
cent research [9, 21, 37] has suggested and legal regulations (e.g.,
[108]) have required that sensitive attributes be deliberately ex-
cluded (i.e., “fairness through unawareness” [9, 38]). Similarly in
the context of HRM, workers expect even more objectivity and
fairness from AI adoption to HRM and have a strong ethical value
in common: people should be evaluated by their abilities and not by
race/gender/age. Enabling human bias by using sensitive attributes
did not make sense to our participants and further aroused their
antipathy. For such reasons, our participants agreed that sensitive
information should be excluded, preferring human intervention
and discretion.

However, recent studies [9, 21, 37, 56] show that the exclusion of
sensitive attributes leads to other unintentional biases in algorithms
or exacerbates existing biases by introducing a fallacy of “fairness
through unawareness”; that is, although the sensitive attributes
(e.g., gender and race) are protected, other unprotected variables
(e.g., college attended, hometown, or various resume indicators)
may still be highly correlated with the protected attributes [14, 84].
This raises important questions for future research: 1) how can we
approach such issues that newly emerge due to the deliberate exclu-
sion of sensitive attributes? 2) If the exclusion of such controversial
variables leads to a severe lack of data, what other data should be
collected to better evaluate employees?

Informed consent. Despite the broad consensus to not use sen-
sitive information, many HR/employers mentioned the possibility
that the use of such data may be unavoidably necessary if it results
in better predictions for a critical problem. They (P27, P30, P33,
P37, P39) presented several examples, such as “predicting leave or
time off from work,” “promoting someone to an executive position,”
“choosing to send a representative/resident abroad,” etc. P30 (em-
ployer) said, “Even we [i.e., humans] suppose that a worker who is
pregnant might have some time off or leave from work. It’s kind
of a tendency. We cannot call everything a bias. The employers
should be prepared for the situation in which the worker suddenly
leaves.” In the exceptional case that sensitive information would
be necessary, other AI/business experts suggested that firms ob-
tain informed consent (e.g., from employees) by providing enough
persuasive reasons for the use of private information. Addition-
ally, many employees responded that because using such sensitive
information is displeasing, the firm should take tremendous respon-
sibility before/while/after using such information. P48 (AI/business
expert) agreed and said,

“If it is essential due to the unique characteristics of
the domain, explain the details [i.e., purpose and cri-
teria of data collection] and persuade employees to
obtain agreement prior [to its use]. The most impor-
tant thing is to acquire informed consent in advance.
To be persuasive, the firm should give enough reasons

with options, such as a legal safety net or financial
compensation.”

Also, in preparation for biased predictions, the firm should con-
firm the AI’s result with the employee directly. P37 (HR) reported,
“When we [i.e., HR] make a critical decision, we always acknowl-
edge that the impact of a wrong prediction could be huge and often
irreversible. So, we directly ask the employee’s opinion again before
carrying out the decision. The AI should do the same when making
critical decisions based on sensitive information.” Such findings
present the following design agenda: What safety net features (e.g.,
compensation) would positively affect employees’ willingness to
grant informed consent and adopt AI for HRM?

4.2.3 Transparency of the Algorithm and the Decision Process.

4.2.3.1 Tension: “There is a fine line between a white box and Pan-
dora’s box”. Most employees strongly asserted that firms should
provide transparency for both algorithms and evaluation proce-
dures, believing that transparency could increase their sense of
fairness regarding AI’s results. Specifically, employees wanted in-
formation about how the algorithms work (e.g., a list of features
used for prediction, the inner logic of algorithms) and what the
evaluation procedure looks like (e.g., the scope of AI adoption, who
has the authority to change the final decision). However, in a so-
ciotechnical context, we found that providing transparency can
result in a variety of potential problems and create tight tensions
among stakeholders. P40 (HR) said, “That’s why it’s such an uneasy
situation. On one side, it seems reasonable to open the algorithm
and decision process to some degree. But if critical problems exist,
it could put the firm into a very risky position. But if we hide it
from them too much, other conflicts also occur.”

Gaming AI: “The workers will study how to better abuse
AI rather than work hard.” While many employees demanded
detailed transparency toward AI, HR/employers reported that they
could not comply with these demands. The major reason for the
rejection was attributed to the inherent trade-off that exists con-
cerning transparency: the more transparent the AI is, the more
employees game [i.e., trick] or attack the AI antagonistically. P41
(HR) said,

“For example, if an HR team reveals that we will check
emails, it becomes a kind of game. There are strategies
and attacks in the game. To win this game, you might
write an email every five minutes and CC people. Or
you might intentionally send an email to each of the
ten persons by splitting it up, even though you could
just send it all at once by CCing all of them. This is
not the right direction that the firm wants.”

Interestingly, even though most employees demanded a high
level of transparency in the evaluation process, they were also
concerned about the possibility of other employees gaming the AI.
P02 (employee) said,

“I think giving all of the AI’s elements or logic to
the employees is unrealistic, and opening everything
without carefully thinking could aggravate the sit-
uation. Let’s say, the firm revealed the fact that AI
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counts how many reports a worker creates and re-
flects it in the work performance evaluation. Employ-
ees might make several [low quality] duplicates rather
than make one well-written report. So, the way [ele-
ments] are revealed should be carefully designed to
encourage workers to work in a valuable and produc-
tive way.”

Threat to enterprise: “Why should AI disclose details that
we don’t even reveal in the current evaluation system?” Dur-
ing the sessions, the idea of revealing the AI’s details brought a
tense atmosphere between employees and employers. While many
employees wanted detailed information on the work performance
evaluation system, HR/employers were worried about the wide-
spread ramifications of complete transparency (i.e., decreased au-
thority of the enterprise and knowledge leaks). P01 (employee)
strongly asserted that “I can agree to adopt AI for work perfor-
mance evaluations, but there is one thing that I want from my
company. The firm must clearly explain how the AI produced the
result. If it’s unreasonable, I can’t accept it. I will leave the com-
pany.” Regarding such employee’s attitudes, P37 (HR) and P40 (HR)
explained that workers these days make unprecedented requests
for the procedural transparency of HR’s evaluations and P37 added,

“The members of organizations nowadays want more
detailed data, like ‘Why did I get this grade in my per-
formance evaluation?’ ‘Why did I receive this amount
of compensation as a performance-based bonus?’
‘How is the incentive calculated?’ and so on. Many
employees want very detailed feedback on how the
evaluation system is structured. We analyzed the phe-
nomenon, and it is a characteristic of millennials and
Generation Z. In the past, we gave workers a grade
like A, B, C, or D with simple feedback, saying, ‘Oh,
you should complement this and that.’ But now em-
ployees want the process that produced the A, B, C,
or D grade.”

The employers and HR managers were concerned with a decline
in the enterprise’s authority. For example, P40 (HR) said,

“AI’s transparency could open up a can of worms. A
worker could make harsh complaints, according to
their level of receptiveness [towardAI]. Like any other
company, our companies are also very sensitive about
evaluation systems and completely opening them. If
we found critical problems within the algorithms after
opening it too much, it could significantly harm the
firm.”

Many HR participants expressed strong concerns about leaks of
the firm’s confidential data, because information on their workers
as well as performance evaluations are top secret. P31 said, “What
if this top-secret information is leaked to other rival companies?
. . . If we document the input or logic of our algorithms well and
open them, they become vulnerable to security attacks.” Similarly,
P37 said,

“The information on our workers is indeed our firm’s
credentials. Because we are one of the top companies
that rank first or second, back and forth, in this field,

we have world-class engineers and R&D researchers.
Other global companies aggressively fight to dig up
our workers’ information to scout them by giving
them a big pay raise. Actually, there was a hacking
attack we found a few months ago.”

4.2.3.2 Design Insights: “Is obsessing over algorithm transparency
unavoidable?” While transparency may improve users’ perception
of AI’s fairness, being completely transparent can also cause un-
expected problems (e.g., confusing employees, gaming the system,
unexpected conflicts and costs, breach of know-how). Thus, partici-
pants suggested that designers focus on transparency to 1) untangle
the optimal level of transparency and approach it in a social/systemic
way and 2) lead employees’ gaming behavior in a positive direction.

Designing the optimal level of transparency and so-
cial/systemic transparency. While being aware of the critical
problems that could emerge from full transparency, participants
also admitted that most stakeholders (i.e., employers, HR managers,
and employees) would not be able to perfectly grasp every detailed
aspect of the algorithms. P45 (AI expert) said, “Even if we disclose
the detailed algorithms, would other stakeholders be able to under-
stand them? Some of them could be coded in a binary system, and
it might be indecipherable to general people.” In this regard, the
expert group proposed to partially disclose the algorithms’ inner
logic and complement the lack of transparency with alternatives,
such as better process transparency or social and systemic solutions.
The HR/employers group (N = 13) approved of disclosing a clear
but safe level of process transparency so that the firm can manage
its side effects. P40 (HR) reported,

“Despite the issues that emerge by disclosing the AI’s
inner process, it would be necessary to clearly share
some parts of the AI and its process so that the firm
can manage the side effects. At the same time, the
firm should prepare to manage a higher level of trans-
parency, because in the future, workers’ demand to
know the AI’s logic or process will eventually grow.
Recently, in many other firms, employees demanded
that the firm transparently disclose their net profit
and reflect it in the performance-based pay system. I
recently planned and redesigned our payment system,
and we are clarifying what percentage of the firm’s
net profit will be given to the workers. This is a dras-
tic change compared with tradition, but in the future,
there might be more needs for such transparency.”

Experts said that “trustworthy systems are not always transpar-
ent systems” and suggested to find a way to mitigate employees’
difficulties in understanding (or negative reaction to a lack of) trans-
parency by considering an organizational and systemic approach.
Many participants proposed that an external audit could also re-
solve transparency issues that cannot be perfectly resolved within
the firm. Employees also agreed to the idea of adopting a fair ex-
ternal auditing system as long as the results are explained upon
completion. P49 (AI/business expert) said,

“We should audit AI through an external specialized
agency. Instead of directly disclosing the algorithms,
this type of indirect but systemic safety net will help
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increase trust among members with fewer side effects.
For instance, when we check the firm’s financial posi-
tion, the individuals can’t access or examine transac-
tion histories and account books. Individuals judge it
through refined financial or audit reports that the firm
publishes. Likewise, I think we don’t need to judge AI
by looking into the raw algorithm itself.”

With these perspectives in mind, how can we find the optimal
level of transparency that meets employees’ desire to know without
harming the firm (e.g., knowledge leaks)?

Designing transparency to lead employees’ gaming behav-
ior in a positive direction. Previous research in high-stakes pub-
lic sectors has pointed out the concerns with transparency leading
to humans’ gaming behavior [71, 75, 79], mentioning there is lit-
tle work that attempts to solve the problem [85]. In such domains
where gaming behavior leads to negative consequence only (e.g.,
parents game the student-school assignment algorithm to enroll
their child in a desirable school [71]), scholars called for future
studies that focus on 1) how to hinder such user behavior [71, 85]
or 2) how to directly include stakeholders’ values [20] instead of
making them game the system [10, 75, 98]. However, in the unique
HRM context, transparency does not need to cause negative con-
sequences only; while transparency makes the system vulnerable
to employees’ gaming, it could also be used to shepherd them by
publicizing a visible evaluation index. Because motivating workers
through right evaluation is stakeholders’ unanimous goal, designing
transparency that points employees in a positive direction would
be a new and important design agenda.

Regardless of the group’s characteristics, most participants be-
lieved that a proper degree of transparency could ultimately moti-
vate workers and align them to the goals of the company. Surpris-
ingly, employers (i.e., P25 and P26 who own AI-based products as
AI experts) as well as many AI/business experts (P42, P45, P49, P50)
pointed out, “Don’t you think the fact that people game algorithms
means that the algorithms are poorly designed?” and employees
(N = 8) mentioned that gaming itself should be well-designed to
motivate them to set and achieve goals. P45 (AI experts) further
added,

“Even establishing evaluation standards or an index
can have an incentive effect, by informing or motivat-
ing the employees to keep working hard to achieve
the standard. I don’t think showing transparency it-
self is a problem; an algorithm that has a hole is the
problem. Realistically, there is no such perfect rule or
standard in this world, so I’m quite negative about
showing the process, logic, standards, or everything
completely. It should be disclosed to the degree that
the employees’ gaming won’t produce unexpected
and serious side effects.”

P49 (AI/business experts) mentioned,
“Gaming behavior that goes against the rules, that’s
human nature. We cannot criticize them with moral
standards. Also, isn’t that behavior already prevalent
in the workplace? We try to gain favor with our su-
periors and want to get good peer reviews from our
colleagues. Rather than making it an issue, we need to

direct their gaming behavior to benefit the enterprise.
In other words, I think it is essential to design trans-
parency well. In that respect, I’m opposed to whitebox
AI. I think it will make people behave inefficiently.”

4.2.4 Interpretability of the Algorithmic Decision.

4.2.4.1 Tension: “Interpretability is a double-edged sword.” Several
AI designers mentioned that in the HRM context, the interpretabil-
ity of AI could increase employee’s trust and perception of fairness
by explaining why AI derived the evaluation results in human-
understandable terms. Such explanations could also help HR teams
or AI designers identify potential algorithmic biases/errors in the
system. When the explanations are unreasonable, people could
cast doubt on the algorithm’s inner procedures. Despite these ben-
efits, we found that providing interpretability to employees can
adversely affect employees’ perception of fairness due to the tech-
nical limitations (i.e., the interpretation is unreliable and does not
guarantee causal insights) and social contexts of HRM (i.e., not only
HR but also employees could see the algorithm’s biases/errors). Sev-
eral HR managers (P32, P37, P40, P41) emphasized the existence of
“tech-savvy” and “clever” workers in the firm saying, “In a tech com-
pany like ours, half of the workers are technology developers. They
would instinctively feel something is wrong when interpretabil-
ity is given.” However, even if AI derives correct interpretability,
harsh facts could offend the employees and result in a negative
algorithmic user experience.

Merely correlation: “Even chocolate consumption is
highly correlated with the number of Nobel Prize winners.”
Most employees strongly asserted that AI should explain in de-
tail the reasons behind the performance evaluation result. Some
employees had already heard about the interpretability of AI and
demanded it for designing fair AI in HRM. However, the expert
group warned that HR/employers should be cautious when pro-
viding interpretations to employees. The predictive models are
inherently based on correlation; thus, the interpretation of them is
also correlative, which does not imply a causal relationship. This
means that it is difficult to directly use AI’s interpretations to know
why employees got a good or bad result or to teach employees how
to improve in the future. In this context, P50 (AI/business expert)
said,

“The current interpretability models cannot guaran-
tee the causality of the features. More specifically, to
say that through AI’s explanation [e.g., coefficient] a
certain independent variable has a causal relationship
with a dependent variable [e.g., work performance]
in predictive models, specific conditions must be sat-
isfied. The independent variable should not be corre-
lated with other independent variables or unobserved
confounders, but this is often violated in the reality
where data is incomplete. In other words, some vari-
ables may have a causal relationship with dependent
variables and other variables may not, but we don’t
know which one has the causal relationship. So, firms
shouldn’t just disclose interpretability irresponsibly.
Let me give a simple example. Do you know the fact
that the chocolate consumption of each country is
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highly correlated with its number of Nobel Prize win-
ners? This means if we train an AI model to predict
the number of Nobel Prize winners, AI will interpret
chocolate consumption as one of the most important
factors. But, can we increase the number of Nobel
Prize winners by letting people consume more choco-
late? The idea is ridiculous, but it is a good example to
show the pitfall of [correlation-based] interpretabil-
ity. If we interpret AI’s interpretations without any
validation from domain/statistical expertise, we will
sometimes draw totally wrong conclusions or future
directions based on the evaluation results.”

Revealing AI’s weaknesses: “Interpretability will betray
AI’s bias or errors to employees.” Similar to the transparency
issue, the employee group desired interpretable results as much
as possible while both the HR/employer and AI expert groups re-
sponded negatively to interpretability. Specifically, both profes-
sional groups (i.e., AI/business experts and HR/employers) shared
the same idea: just as interpretability helps experts (e.g., data an-
alysts) identify errors and biases in algorithms, it can also help
employees find defects in AI’s evaluation results. While the AI ex-
pert group was more focused on the inherent weaknesses of the
current ML/DL/interpretability algorithms, the HR/employer group
was more concerned with the aftereffects of even one small error in
interpretability. For example, P50 (AI/business expert) mentioned,

“Methodologically speaking, it is extremely hard for
the current algorithms to derive reliable and trust-
worthy interpretations. Even if we use the same
dataset for predictions, different algorithms typically
derive different results. Even worse, the interpre-
tation results also vary depending on different in-
terpretability algorithms. Thus, some errors are un-
avoidable in interpretation, and these errors become
larger when more detailed explanations, such as local
interpretability—which are explanations [e.g., feature
importance] of individual instances—are sought. In
this situation, disclosing detailed interpretations can
risk undermining employees’ trust and perceived fair-
ness of AI decisions.”

Regarding HR/employers, P40 (HR) said,
“If a smart worker raises issues, saying ‘Oh, I want
to know the reason for the AI’s decision.’ The HR
team might try to explain the inaccurate results by
any means—even with their own interpretation. In
that case, the smart worker could brilliantly catch the
weak points of the AI and squarely confront the HR
team and the firm by resisting the evaluation.”

Inhumanity: “How dare the AI say that I’m bad, even if I
am really bad? It hurts.”Many employees mentioned that results
with too much objectivity and interpretability could hurt their feel-
ings, and the HR group agreed with those opinions. For example,
P17 (employee) said, “I like that AI could explain why I received
a certain result, but if the AI makes cutting remarks, I’ll feel in-
timidated. I mean, who would love hyperrealistic [feedback] about
their competence, especially when it’s bad? I’ll feel small.” P37 (HR)

agreed with the workers’ perspective and described her vivid HR
experience by giving an example:

“Generally, most of the firms do not give workers
detailed or concrete explanations about work perfor-
mance evaluations, the same as my firm. We provide
rough feedback with a bold summary. There are al-
ways a few employees who cannot accept the result
and come up to the HR department to request a more
detailed explanation. Then, we almost completely dis-
close why this person received that result and show
how well he achieved performance in contrast to the
goal that he set at the beginning of the year—the 360-
degree feedback from managers, peers, subordinates,
and everything. Do you know what’s funny? I have
never seen a single guy come back to HR to complain
again for the rest of his career. This means they got
really hurt after seeing the harsh facts.”

On the other hand, some employees and employers welcomed
AI’s interpretability in terms of providing objective feedback that is
helpful for employees’ improvement. For instance, P13 (employee)
said, “Oh, that’s what I want. Let’s objectively see whether I deserve
less than that guy. AI wouldn’t inhibit my promotion the way
humans discriminate against me just because I’m female. I like more
objective data and results, and I want to see how the evaluations
made by humans or AI differ.”

4.2.4.2 Design Insights: “Be careful when interpreting predictive
results.” In the results of prior works on AI’s application in other do-
mains, interpretability is generally demanded and benefits various
stakeholders (e.g., end-users, AI designers, etc.) [30]. However, our
findings are uniquely HRM domain-specific and counter-intuitive.
Specifically, studies in healthcare have shown that stakeholders (i.e.,
clinicians and patients) desire clear and detailed explanations of the
models from decision support tools [28, 81, 93]. In auto-driving, the
interpretability features of an auto-driving decision significantly
mitigated the driver’s negative auto-driving experience [76]. How-
ever, in the peculiar HRM context where the meaningfulness of
one’s work/identity is considered important, harsh facts (i.e., crit-
icism) of clear interpretability derived from machine evaluation
could contradictorily harm the employees. Additionally, because
conflicts of interests among large stakeholder groups exist in HRM,
interpretation of unfair/biased algorithmic decisions could under-
mine the trust and perceived fairness of many stakeholders (e.g.,
employees) at once. Thus, interpretability should be treated more
carefully. Our findings offer two important considerations for future
research: How can we select and design interpretability to minimize
the unintentional disclosure of unfair/biased algorithmic decisions?
How can interpretability be achieved without causing offense? As
a first step to resolve such issues, participants suggested that a high
level of expertise (e.g., domain knowledge) and advanced modeling
(e.g., causal inference models) be used along with AI’s interpre-
tation. Second, participants agreed that interpretability should be
designed to help enhance employees’ competence rather than being
used to hurt employees with objective results and plain facts.

Selected interpretation. After being informed of such limita-
tions, most stakeholders agreed that AI’s interpretation should be
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provided to the employees at an optimal level, after experts re-
view and confirm it to be reasonable. For example, P48 (AI/business
expert) said, “I think the firm should disclose only the validated
interpretations after the AI designers verify the models by closely
collaborating with HR experts in the firm. It is unavoidable that
in many cases, algorithms produce imperfect or wrong interpreta-
tions.” Similarly, P36 (HR) added, “We should sort out the informa-
tion types and degrees of disclosure. Although we should give as
much information as needed to the managers, it seems safe to in-
form employees only after selecting finely processed and essential
information.”

Notably, many employees who wanted exhaustive interpretation
in the beginning changed their minds once they understood that
model interpretability is not a simple task. Experts also raised con-
cerns regarding model interpretability and suggested two practical
design ideas to better convey interpretability: 1) create interpretabil-
ity tools that can clarify AI’s decisions through simple and aggre-
gated explanations (e.g., global interpretability), which are more
reliable and easily validated by human experts than complex expla-
nations (e.g., local interpretability); and 2) establish an AI-specific
department within the firm that is dedicated to communicating AI’s
interpretations. Furthermore, if employees request a more detailed
interpretation, experts suggested letting the AI-specific department
explain and translate it. Indeed, many employees (N = 12) wondered
if they could understand the statistical results an AI explains, and
they strongly agreed with the experts’ suggestion that AI experts
within the firm should respond to workers’ complaints/inquiries
about results.

While the AI experts recommended that such correlation-based
interpretations be cautiously used by firms, they insisted that AI
designers be devoted to proving causality and applying it to the
HRM context. They believed that finding causality is the most
important task, because it could give more actionable advice to
both employees and employers. P44 (AI expert) said, “Meanwhile, if
technologically possible, we should adopt and apply a causal model
to better derive actionable strategies from the interpretations of AI.
To do so, firms need to invest in causal methodologies for the long
term and build know-how, which will greatly increase the firm’s
competitive advantages.”

Interpretability should not be used to attack, but to bene-
fit employees. Many employees (N = 15) envisioned interactive
interpretability that relays a worker’s current performance level, in-
cluding weaknesses and strengths, a comparison of their evaluation
with other workers, and a suggested direction for future improve-
ment. Among these three features, AI designers and HR managers
showed special interest in how to provide beneficial suggestions
for future improvement. Employers, employees, and AI/business
experts (N = 39) affirmed that it is inhumane or unethical to dis-
close harsh AI-driven interpretability results to workers; thus, they
strongly agreed that interpretability should not be used to criticize
employees with purely objective results. Participants thought that
the firm should design interpretability as a means of motivating
both employers and employees by showing them how to improve in
the future. P45 (AI expert) said, “We should disclose with a degree
of interpretability that informs workers of their current status and
future direction. Technically speaking, we’re letting workers know

a gradient of direction. And the direction should be thick and bold
rather than too detailed.”

4.2.5 Trade-off Between Productivity and Inhumanity.

4.2.5.1 Tension: “You could be the inefficiency that AI wants to
improve or eliminate.” Most of the participants emphasized the im-
portance of increasing productivity in their workplaces. Employers
wanted to improve both their evaluation system and their employ-
ees. Both employees and HR managers hoped AI could improve
their productivity. However, the more AI is used to raise produc-
tivity, the more side-effects there are. For instance, if employers
exploit AI in HRM, it could become a means of micromanaging
workers or forcing meritocracy. Or, if AI is used as a supportive tool
to perform repetitive, dangerous, or difficult tasks, it will replace
workers and remove their means to make a living. In this section,
we describe each of the tensions that occur due to this trade-off.

Micromanagement: “If you can measure it, you can mon-
itor and surveil it.” Regardless of the stakeholder group, most of
the participants believed AI evaluation would be most suitable for
menial labor (i.e., manufacturing/operational work), physical labor
(i.e., construction), and sales. These types of work can easily be
quantified in terms of performance goals, actual outcomes, com-
parisons of records, etc. Such clear performance indexes enable the
calculation of objective results in numbers. P49 (AI/business expert)
said, “Without considering ethics, if we define productivity as a
number of products that a production worker makes per hour, it is
indeed possible to automatically or precisely measure that. AI could
even squeeze productivity out of the worker to meet the quota.”
Many employees (N = 14) agreed that AI could easily be used to
evaluate manufacturing/production workers.

No matter what work AI is adapted for (i.e., office/production
job or knowledge work), most employees (N = 19) insisted that
AI should not be used to pressure workers through micromanage-
ment and prioritizing productivity. P02 (employee) added, “The
firm might adopt AI like a whip [i.e., to redouble workers’ efforts],
but that would be like slavery. If a human has a whip, I can take
my eye off the ball for one minute. But if a robot has a whip, it will
lash me even when I take one second to breathe. Who would like it
if they say they will treat me like a slave?” P12 (employee) clearly
distinguished micromanagement from enhancing productivity by
giving a real-world example,

“Our firm already has a lot of monitoring systems to
increase efficiency or productivity, like a speed gate
system at the entrance and an automatic attendance
check via my computer. There are CCTVs everywhere
inside the building of my firm. These monitoring sys-
tems are prepared in case something happens or to
make our work efficient. Like nobody wants to manu-
ally register their name to prove their attendance or to
gain entrance into the building. However, now you’re
saying all of those systems would be used to evaluate
my performance. That’s a whole different story. Pre-
cisely speaking, people accepted the installation of
CCTVs at our workplace just in case something bad
happens and we need to check it. We didn’t accept
them as a surveillance tool.”
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Meritocracy: “There will inevitably be workers that are
naturally selected or eliminated by the harsh competition
of work performance.” Our findings show that a strong tension
exists between employees and employers regarding meritocracy.
P30 (employer) said, “The workplace is not a playground. I think
workers need competition. Don’t employers or enterprises compete
with others?” However, P02 (employee) responded,

“Whether it’s intentional or not, performance evalua-
tions are inherently like Pareto’s Law. The extraordi-
nary workers in the top ten percent always do well,
but if you belong to the low or ordinary ninety per-
cent like me, it becomes a matter of survival. Adopt-
ing AI would drive the lower ranks into extreme
competition—simply for survival, for a living.”

As an example of current evaluation systems, P03 (employee)
shared,

“Within the headquarters of planning, there are four
different teams. The firmmakes workers who hold the
same position in each team compete with each other.
If the evaluations were made by AI, people would
more likely see that guy’s score in the same position
and compare the results, assuming that the AI’s result
is more objective. . . . Also, let’s say, more than two
people work on a simple task like making a report,
and the individuals’ efforts were mixed together. How
are the participants gonna share the credit with each
other and how will AI split it up? Everybody could be
happy if it is split evenly, but if not, it becomes really
complicated and causes strife.”

Role of AI: “Supporter? Or job exterminator?” We found
that the adoption of AI could serve to support and/or eliminate
workers for two reasons: 1) AI’s automation ability could replace
existing jobs, and 2) by supercharging surveillance, AI could foster
higher demand for employees’ productivity or use high standards
to fire “low” productivity workers. During the sessions, individual
employees showed varying points of view, including ambivalence,
toward AI taking on tasks that humans could do. For instance, P18
(employee) said, “Once, I thought it would be good if AI assists
with some of the annoying tasks that humans dislike, but that
annoying work could be someone’s job.” P09 (employee) reported,
“If AI supports some tedious tasks that HR managers do, one day
AI might replace all of the HR jobs, don’t you think? It’s not just
our [i.e., employees] issue but HR should also be worried about
it.” P33 (HR) was also worried about job loss saying, “Someday, AI
might take my HR job too.” On the other hand, some employers
and experts showed less concern about eliminating a human role.
P30 (employer) said, “I mean, I’m not rooting for AI to annihilate all
human jobs. But don’t you think some jobs will naturally disappear?
Can the world go against the trend?” Similarly, P49 (AI/business
expert) said, “I assume jobs that are easily monitored and quantified
are the ones that will first be replaced by machines. I personally
believe such jobs harshly pushed [i.e., surveilled or evaluated] by
machines should disappear, and humans can do more creative jobs.”

Most of the participants mentioned that AI’s adoption to HRM
would naturally cause the loss of human jobs. Regarding the issue,

the expert group asserted that the firm should not assume an indif-
ferent attitude and fail to prepare. By focusing on how to minimize
the impact, the firm should gradually proceed with job dismissals
and give enough time to workers to think ahead and be prepared.
At the same time, firms have to prepare proactive plans about how
to re-train and re-allocate workers who lose their jobs due to AI.
P49 (AI/business expert) commented,

“The dilemma between productivity vs. inhuman-
ity is a way more important agenda and could be-
come metadiscourse that goes beyond the mere fair-
ness issue of AI. For example, Frederick Taylor, who
is known as the father of industrial engineering,
first quantified the productivity of factory workers
through objective figures. He made a starting point by
assuring significant productivity through efficiency
in manufacturing. And it indeed resulted in unimag-
inable growth. However, around that time, enormous
conflicts emerged as labor unions collapsed. I think
that AI may also be following the same path as the
past. Although the adoption of AI would eventually
bring about enormous productivity to the firm, it is
inevitable that there will be workers who are natu-
rally selected or eliminated by the harsh competition
for work performance. The firm has to prepare a clear
plan for how to retrain and reallocate such eliminated
workers.”

4.2.5.2 Design Insights: “Toward facilitating the sustainable growth
of the organization.” During our sessions, many employees were
concerned that AI in HRM could be exploited to improve worker’s
productivity through advanced monitoring and surveillance tech-
nologies. Thus, in our design sessions, this focus was actively dis-
cussed as a key topic among stakeholders. Although employees
and HR/employers fiercely disagreed at the beginning of the discus-
sion, most stakeholders reached the consensus that the adoption
of AI should aim to achieve the organization’s sustainable growth.
Based on this consensus, participants suggested that AI should be
used to amplify human ingenuity and requested proactive plans to
minimize the negative impacts of AI’s adoption in workplaces.

Using AI to amplify human ingenuity instead of micro-
managing workers for productivity. Although several employ-
ers first admired AI’s capabilities to calculate employees’ actual
work performance, they slightly changed their attitude after listen-
ing to other stakeholders (e.g., AI/business experts, HR managers)
who were concerned with the unexpected consequences of micro-
managing employees. P50 (AI/business expert) mentioned, “Is it
sustainable to push workers to extremes to foster productivity?
There will be unobserved costs like excellent/dedicated workers’
leave, workers’ passive attitudes, and reduced well-being, satisfac-
tion, or happiness. The AI adoption model should have a sustainable
form by considering the workers’ well-being.” In response to this
opinion, P07 (employee) said, “I like the idea of adopting AI to
better compensate workers. If I make more sales, I would get more
incentives. However, the AI shouldn’t keep notifying me to work
harder by showing my poor performance every minute.” All of the
employers agreed that micromanaging workers through AI could
be unethical and that AI should be used for more sustainable values.
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Instead of using AI to micromanage workers, many participants
suggested using it as a supportive and augmented tool to automate
repetitive or difficult tasks. They believed it could enable humans
to focus on other, more human-oriented tasks. P48 (AI/business ex-
pert) emphasized, “AI should lower workers’ workloads and time by
playing a supportive role. It should help humans’ decision-making
so that they can concentrate on where human knowledge is truly
needed.” Furthermore, the HR group brought up several tedious but
time-consuming tasks (e.g., handling evaluation indexes) that AI
could replace. Specifically, P41 (HR) said, “I prefer AI monitoring
workers’ job performance way more than AI judging and mak-
ing decisions on its own. I’ll only refer to it, because I have my
experience and intuition. AI shouldn’t care too much about pro-
ducing accurate results but should create a good environment for
evaluation.” P40 (HR) further described,

“An evaluation index is comprised of qualitative and
quantitative assessments. I think AI could intervene
in the process of creating and handling the quanti-
tative assessment index because it’s unnecessary for
humans to enter the evaluation software system and
manually input data.When tangible performance data,
like sales, is released, the AI should automatically ex-
tract such data, match it to others, and build a concrete
evaluation index. I want AI to proactively do some of
that work that we have to do.”

Such findings echo what roles technology should play to sup-
port workers—human ingenuity (e.g., augmented creativity) and
productivity [6, 33, 36, 54, 95]—to which the HCI community has
long put enormous interest and effort in research and practice.
However, while prior works have examined the impact of tracking
technologies on productivity enhancement [34], our findings show
that new challenges emerge in AI’s adoption to the HRM context.
Although people expressed that a self-monitoring system would
be useful to check their performance and increase productivity on
their own [34], they disliked the use of AI by a firm to manage and
increase their productivity. Since accurately measuring work per-
formance amidst a complex social context (e.g., micromanagement)
can aggravate stakeholders’ tensions, how can we optimize the
model accuracy without requiring sacrifice (i.e., micromanagement
through privacy invasion) from workers? Can we design supportive
AI tools that replace tedious/repetitive HR tasks and foster HRM’s
improved decision-making and human ingenuity?

5 DISCUSSION
5.1 A First Step Toward Stakeholder-Centered

Fair AI Design in HRM
Our findings illustrate the common notion that designing AI is
inherently difficult [48, 92], but it is messier when it comes to the
HRM domain. In part, this is because of the unique characteristic
of HRM where multiple key stakeholders inevitably engage in one
ecosystem, including the consumer who decides to adopt AI for
the firm (i.e., employer), the end-users who directly use AI (i.e., HR
managers), the creators of AI (i.e., AI designers), and those most
impacted by the AI (i.e., employees). Furthermore, AI’s innate im-
perfections and the trade-offs of AI design features (e.g., accuracy)

worsen the situation when combined with the complex social con-
text where each group’s needs and incentives conflict.

As a first step toward approaching such high-stakes AI design
in HRM, we suggest the designers identify diverse stakeholders’
tensions in advance by utilizing our method and agilely reiterat-
ing the process. Although our research is in line with prior works
[23, 45, 53, 75, 79, 85, 98] that aimed to reflect diverse stakeholders’
values, we focused more on deliberately eliciting potential ten-
sions that occur when stakeholders’ values conflict. By identi-
fying these challenges for AI design in HRM, both enterprises and
researchers may be able to preemptively find and prepare for issues
in the early AI design stage, instead of making hasty/premature
design decisions that fail (e.g., the Amazon case and case studies of
other domains [71, 85]).

Also, our research (both the list of tensions and method) not
only contributes to the uniquely complex HRM domain, but more
broadly to other high-stakes AI design research (e.g., public sec-
tors) covered within HCI. Indeed, many HCI scholars clearly stated
1) the lack of research specialized to identify/resolve the tensions
[10, 53, 85, 98] and 2) the gaps in existing UX researchmethod for ex-
plicitly engaging diverse stakeholders, especially groups who have
substantially less power [72], around AI fairness [10, 53]. For ex-
ample, Zhu et al. [98] left these challenges and questions for future
studies: “How do we appropriately aggregate their inputs to ensure
algorithm justice and accountability?” and “How can we deal with
value conflicts?” Likewise, Madaio et al. [53] called for new ways
to “introduce good tensions into the AI development and deploy-
ment lifecycle so that they [i.e., stakeholders] can engage deeply
with the complex, nuanced concept of fairness, as applied to AI
systems” [53]. Our research directly responds to these calls by pro-
viding a list of tensions, stakeholder-centered design insights, and
the method used to identify them. Importantly, we found that our
iterative design method which utilized authoritative, competitive,
and collaborative design promoted a good environment for those
lacking AI literacy. At the start of the sessions, most participants
were not aware of the concept of algorithmic (un)fairness. However,
as participants passed through each session, they naturally ques-
tioned and learned technical issues regarding AI fairness (e.g., data
imperfection such as class imbalance leading to bias/unfairness),
and even flexibly changed their attitudes/opinions while debating
resolutions for the tensions. Thus, we hope future research that
aims to design AI and find tensions by directly engaging diverse
groups (e.g., non-experts) could benefit from our research method.

5.2 Sociotechnical Perspective
As is often the case with AI, our results demonstrate that one simple
solution does not fit all contexts [78, 93]. One AI design solution
(i.e., transparency or interpretability) that works well in a specific
domain may not be applicable to a complex HRM environment
[78, 83] where various stakeholders exist as the end users, producers,
and customers of AI [19]. It may be impossible or even problematic
to solely reflect the needs of one arbitrary group (e.g., employees
[42, 46, 69]) in designing AI for HRM. For example, many employees
initially demanded that AI’s inner procedures and logic be fully
disclosed. However, after questioning whether it is the best solution
and weighing other stakeholders’ input, many of the employees
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changed their minds (i.e., after finding out it could also produce
problems, such as gaming the AI and/or cognitive overload for
themselves). However, the diverse participants agreed that partial
transparency could be balanced by strengthening the social safety
net; expanding social transparency was especially important to the
employees. Specifically, both employees and employers paid special
attention to establishing a social system (i.e., an external AI audit
system) for mutual surveillance or to strengthen the social contract.

In recent years, researchers [1, 2, 15, 44, 45, 48, 69] have moved
beyond viewing AI design factors (e.g., transparency, interpretabil-
ity, and accuracy [94]) as a total solution to incorporating the social
context (e.g., social transparency [15]) where such AI design fac-
tors are socially situated, formed, accepted, and improved. In this
vein, Ehsan et al. [15] said, “the humanization of the process can
also make the decision explainable to non-primary stakeholders
in a way that technical transparency alone cannot achieve.” Some
scholars, by refuting the notion that showing mere transparency
increases fairness, have also argued that such AI design factors are
overhyped and/or could be accepted differently depending on the
social context [5, 59].

Extending such prior works to HRM, we suggest that both re-
searchers and practitioners expand the concept of social trans-
parency and incorporate sociotechnical/organizational perspectives
by 1) acknowledging potential tensions surrounding AI, 2) facili-
tating open discussions that pursue a consensus on how to meet
each organization’s characteristics, and 3) preparing a safety net,
such as an external audit system. It is noteworthy that, although
firms should not completely disclose transparency in the beginning,
social transparency could be achieved by building a concrete social
system in which multiple safety nets (e.g., external audits and a
social contract) are prepared.

Finally, we outlined tensions that many firms could face in the
near future and proposed design insights for solutions. By keep-
ing in mind these tensions and design insights in advance, we
recommend industry practitioners start designing their own AI,
because every company has unique characteristics (e.g., different
tasks, organizational culture). Moreover, we advise firms to build
a new organizational system that allows members to participate
in designing the evaluation index and the AI itself. Since it is im-
possible to achieve perfection in AI or define and optimize fairness,
the key is to find an optimum through discussion, trial and error,
and considering the sociotechnical perspective. Based on a deep
understanding of the users and social context, we call our HCI
community to investigate diverse devices/tools that could expand
the environment of social transparency with the aim of mitigating
tensions and promoting a safety net.

5.3 Proactive Agreement through
Empowerment

Our findings show that many employees came to viewAI’s adoption
in HRM more positively [i.e., were no longer wary of AI’s opaque-
ness] as other stakeholders persuasively shared about the dangers
of AI transparency and imperfect interpretability. Especially, em-
ployees liked the idea of a proactive contractual agreement by the
firm as a part of social transparency, such as the following: “instead
of directly using the AI’s decision, the HR team will add their own

scores,” “the firm will adopt an external audit system,” “the HR team
is obligated to respond to the employee’s claims,” “the firm will pub-
licize the ratio of human to AI scores,” etc. Not only the AI design
but also the proactive agreements to inform and empower workers
could increase trust and fairness toward AI evaluation systems.

The HCI community has long investigated sociotechnical gaps,
in which technology cannot guarantee the complete certainty of
privacy or security, but which humans naturally navigate with nu-
ance and flexibility. The adoption of AI to the HRM context has
deepened such gaps. Even if we endeavor to define and achieve
fairness through discussion, both AI and its application to HRM
are inherently new, imperfect, and unpredictable. It is inevitable
that many unexpected issues will spring up. Thus, based on our
findings, we suggest both researchers and practitioners move be-
yond algorithm transparency or interpretability itself to focus on
proactive agreements through informed consent. The need for giving
more global control to users [3, 35, 97] or informed consent [27] has
been pointed out in the context of direct one-on-one interactions
with the technology (e.g., social media [97], recommender system
[27]). Similarly, when AI is adopted for HRM, we propose that firms
proactively explain the reasons why algorithms and interpretabil-
ity cannot be completely publicized while endeavoring to create
solutions through informed consent [32]. Doing so can give more
global control to employees in advance.

5.4 Limitations and Future Research
Both academia and business practices can benefit from what we
discovered regarding multiple stakeholders’ needs, the emerging
tensions between them, and the design insights that could allevi-
ate the tensions. However, we acknowledge the limitations of our
scenario-based codesign. Some participants may have been more
flexible or held their opinions loosely because the issues are not
what they are currently experiencing. If AI adoption in HRM was
not a futuristic scenario but was actually happening in their firm,
stakeholders may perceive the situation more seriously and pursue
their interests more stubbornly. In future research, we hope to con-
duct case studies or codesign/redesign research for a specific firm
that is planning to or has adopted AI for HRM. Indeed, during our
study, many employers and HR managers wanted to see diverse
case studies of firms that have already utilized AI in HRM. Since
such real-world success/failure cases can give future direction for
other firms, we invite researchers and industry practitioners to
this area of research. Also, although our study involved multiple
stakeholders in the design process, our design insights should be
implemented and validated through statistical tests with a larger
sample.

We found that adopting AI in HRM is not just a matter of com-
pletely replacing human HR teams to produce fairer and more
objective results—AI has joined the current sociotechnical context
by presenting a new important question: Can AI assist humans
with difficult and routine tasks that they avoid to make space for
them to do what they most need and want? [67]. This implies that
the adoption of AI in HRM will greatly change the existing social
structures of workplaces, such as the stakeholders’ roles, the power
structure, and the interactions among them. This phenomenon is
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entirely new for both scholars and stakeholders in workplaces. Be-
cause it is inevitable and will have a great impact, there will be
more interesting research questions to pursue. For example, our re-
sults show that the adoption of AI calls for newly emerging human
roles, which have not been investigated yet, such as external AI
auditors (similar to accounting auditors), AI translators (who help
interpret AI’s complex explanations), labor attorneys (who respond
to unfair decisions made by AI), and in-house auditors (who vali-
date the robustness/biases of the algorithm and its interpretation).
Also, our employees insisted that humans and AI hold each other in
check through mutual surveillance while maximizing each other’s
strengths (i.e., collaborate). These new roles and interactions caused
by AI provide fruitful research agendas for future work on AI in
HRM.

6 CONCLUSION
In this study, we investigated the needs various stakeholders have,
the tensions that occur between them, and the design insights that
could lead to solutions. If one stakeholder group tries to design
AI in a way that benefits their group only, it could cause severe
social problems: employees could be surveilled or could suffer from
extreme competition, privacy invasions, and loss of humanity. Such
social problems already happen at this moment, but AI adoption in
HRM may accelerate such issues. Thus, we hope enterprises pay
special attention to adopting and designing AI in HRM by provid-
ing space within the company for open discussions and codesign
sessions among various stakeholders. We can achieve harmony
between all of the stakeholders, including AI, through organic col-
laboration.
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