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ABSTRACT 
Children are known to be curious and persistent question-
askers. The pervasiveness of voice interfaces represents an 
opportunity for children who are not yet fluent readers to 
independently search the Internet by asking questions 
through conversational agents such as Amazon Alexa, 
Apple’s Siri, and the Google Assistant. Through a two-
week, in-home deployment study involving 18 families 
(children aged 5-6 and their parents), we report on which 
questions children choose to ask the conversational agent, 
the answers the agent provided, challenges in use, and their 
perceptions of the technology. Based on our analysis, we 
identify several considerations for the design of voice-
based conversational agents that aim to support young 
children’s question-asking behavior and subsequent 
development. 
Author Keywords 
Children; Question-Asking; Conversational Agents; Voice 
User Interfaces; Digital Assistants; Smart Speakers 
CCS Concepts 
Human-centered computing ➝ Human computer 
interaction (HCI) ➝ Sound-based input / output 

INTRODUCTION 
Young children are prolific and persistent questions-askers 
[9,42]. Children, before they are able to read and write, 
have historically depended on others for answers to 
questions they are unable to figure out on their own. Access 
to the Internet, through computers and touchscreen devices, 
puts searching within reach, although typing into search 
fields and reading search results can prove challenging for 
children [2,13,15]. The recent proliferation of intelligent 
conversational agents—particularly digital assistants such 
as Apple’s Siri, Amazon’s Alexa and the Google 
Assistant—make it possible for children who are old 
enough to articulate a question clearly, but not yet fluent in 
reading or writing, to independently search the Internet by 

pressing a button, or saying a wake word, and speaking 
their questions directly to a device.  

Conversational agents are available in smartphones and 
tablets, which are present in the homes of 98% of American 
children [37], as well as through home-based smart 
speakers. Smart speakers in particular have experienced 
explosive growth recently, with industry reports [1,32] 
predicting that between 2020 and 2022 more than 50% of 
households in the United States will have one. Despite their 
prevalence, we know relatively little about how children 
use conversational agents to seek answers to their 
questions. While research has recently begun to study 
children’s use of conversational agents (e.g., [12,49]), these 
studies have so far been based on observations of children 
using voice interfaces during short sessions outside the 
home. Further, there is little research on the kinds of 
questions children choose to ask such interfaces. Beyond 
issues of speech transcription [22], there may be obstacles 
in children’s use of conversational agents to find and 
understand online information when used in a naturalistic 
setting. Despite their anecdotal appeal with pre- and 
emerging readers, such interfaces were not developed with 
children as their primary users and may not understand 
children’s requests easily or may respond with language 
that is too difficult for children to understand. Missing from 
the literature is a detailed understanding of in-home use of 
conversational agents, particularly as children use them 
together with their parents for an extended period of time, 
allowing the opportunity to freely experiment with and 
explore the agent.  

We present the results of a field deployment in which 18 
families with a child between the ages of 5 and 6 years old 
used a smart speaker (i.e., a Google Home Mini) for a two-
week period. Our analysis reveals that even though children 
are understood correctly the majority of the time, only half 
of the answers they get address their questions directly. We 
include an analysis of the kinds of questions children chose 
to ask, the most commonly encountered difficulties, and 
children’s perceptions of the conversational agent after two 
weeks of use. The present study contributes one of the first 
naturalistic studies of how young children use an in-home 
voice-based conversational agent to ask questions and find 
information.  

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. Copyrights for 
components of this work owned by others than the author(s) must be 
honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specific 
permission and/or a fee. Request permissions from Permissions@acm.org. 
IDC '19, June 12–15, 2019, Boise, ID, USA 
© 2019 Copyright is held by the owner/author(s). 
Publication rights licensed to ACM. 
ACM 978-1-4503-6690-8/19/06�$15.00  
https://doi.org/10.1145/3311927.3323150 
 

301



 

 

RELATED WORK 
Question-Asking Behavior in Children 
The field of developmental psychology has long studied 
children’s question-asking behavior in the context of 
cognitive development. Children ask questions when they 
find inconsistencies in their understanding of the world 
around them [9] and to access information not available 
through first-hand experience, such as abstract concepts or 
absent referents [17]. Vygotsky identifies a child’s social 
interactions as key to the child’s development, where more 
knowledgeable others scaffold the child’s understanding of 
concepts and processes [45]. Although the idea of more 
knowledgeable others is generally connected to teachers, 
parents and other mentors, it can also be represented by 
peers and other sources of information, including 
computers. Children’s causal questions (“why” and “how” 
questions) have been found to be an important theory 
building mechanism that supports conceptual change in 
childhood [6]. Given the importance of question-asking in 
child development, the idea of a constantly available, 
voice-operated device with the ability to answer questions 
an attractive proposition.  

The value of question-asking is dependent on the quality of 
the answers children receive and on whether they receive a 
relevant answer at all. Tizard & Hughes [42] studied the 
questions of young girls at home and at nursery school and 
found that children who appeared engaged and asked many 
questions at home hardly asked any at school. They suggest 
that one of the reasons for this difference might have to do 
with the perceived availability of the teachers as sources. 
Unlike parents and teachers, conversational agents in smart 
devices or home-based speakers are always available. 
However, we do not yet know how well they support 
children in this important search for answers. Research has 
found that children as young as 5 years do take past 
experience into account when choosing sources of 
information, both human and electronic [11,30], so young 
children who experience difficulty interacting with voice 
interfaces might be reluctant to use them again. 

Drawing from this long history in developmental 
psychology on children’s question-asking and learning 
from others, our study aims to understand how children 
explore, evaluate and decide whether to rely on a 
conversational agent as an information source of whom 
they can ask questions.  
Computers as Sources of Information 
Whether and how children choose to ask questions of an 
electronic source relates to how they understand these 
devices. An extensive review of the literature on children’s 
conceptions of computers between 1968 and 2012 [38] 
found that among the ideas used by children to describe 
computers are omniscient database and intelligent machine. 
Eight- and 11-year-olds have been found to believe that 
computers contained the results of all possible 
mathematical calculations [44], showing that children do 
see computers and other Internet-connected devices as 

sources of information, not just entertainment (video and 
game playing).  

Early studies of children searching electronic databases for 
information have shown that children tended to use natural 
language long before it was a viable way to retrieve 
information (e. g., [26,40]). More recent work on children 
and Internet search using a traditional computer (e.g., 
[13,14]) has shown difficulties related to typing and 
spelling as well as challenges related to how to break down 
a complex query. Findings from a study on query 
reformulation using custom-made conversational agents 
found similar results [49]. An exploratory study focused 
specifically on children’s perceptions of intelligent agents 
[12] showed that children perceived the agents as friendly 
and trustworthy. With regards to intelligence, while 
preschoolers offered mixed responses, the older children in 
the group, ages 6 to 10, mostly thought the agents were 
smarter than the children themselves, and that they largely 
related smarts to access to information, or the ability to 
answer questions about topics that were familiar to the 
children.  
Interacting with Voice Interfaces 
While earlier work [29] has found that younger children 
(age 4-7) mostly used computers and tablets to play games 
and watch videos, seldom attempting to search for 
information; the proliferation of conversational agents has 
the potential to change that understanding. If voice 
interfaces make answers accessible to pre- and emerging 
readers, young children may also come to think of 
connected devices as sources of information.  

An emerging literature has begun to examine children’s 
interactions with voice interfaces and conversational agents 
in particular. Early studies of children interacting with 
voice user interfaces focused on children aged 7 and older 
using specific applications, such as homework tutors (e.g., 
[46]), or tools meant to diagnose speech impairments (e.g. 
[25]). More recent work has begun to examine the practices 
of younger children. A study based on an analysis of 
YouTube videos found that children’s interactions with 
Apple’s Siri were mostly exploratory, where children 
attempt to understand the agent, followed closely by 
information-seeking questions [24]. More recently, 
preschoolers showed persistence when interacting with a 
non-responsive voice interface inside a tablet game [8]. 
Although a bug prevented the application from receiving 
sound input from the children, most of them insisted, 
repeating the utterance, or varying tone and pronunciation, 
until encouraged by an adult to give up.  Yarosh and 
colleagues [49] used a Wizard of Oz study to investigate 
children’s (5 to 12 years old) ability to ask questions that 
required reformulation, as well as children’s preferences 
with regards to personalization (being addressed by the 
agent by name) and personification (the agent identifying 
itself by name). They found that many children needed 
assistance with queries that required reformulation, such as 
those involving comparisons. Also, while children 
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preferred personified interfaces to non-personified ones, 
personalization made no difference.  

While Yarosh and colleagues [49] focus on the important 
issue of reformulation using a custom Wizard of Oz 
interface, our study looks more broadly at the types of 
questions children choose to ask when a smart speaker is 
available in their home for an extended time period, 
including the challenges they may find besides questions 
that require reformulation. Other studies on smart speaker 
use [35,36,39] only consider children tangentially, if at all. 
The current study builds on this growing body of work by 
analyzing more widely the types of questions children 
choose to ask of a conversational agent. Further, prior work 
has yet to examine naturalistic use of commercially 
available conversational agents as part of children’s 
question-asking behaviors, a core contribution of the 
present study. 
METHOD 
Participants 
We deployed smart speakers in family homes, focusing on 
children ages 5 and 6, along with one parent (N=18 child 
and parent pairs; 9 children identified as female; mean 
child age=5.97 years, SD=0.64). We focused on children 
aged 5 and 6 because this is a key period during which 
literacy emerges in most children [41]. This allows us to 
examine the use of this technology among pre- and 
emerging readers, for whom voice interfaces could increase 
independence in information access more dramatically. 

Participants were recruited from a university database of 
families who had agreed to be contacted for research, 
through snowball sampling, and through fliers posted in 
public libraries, coffee shops and other community spaces. 
In order to participate, families had to be able to speak 
English, not have a smart speaker installed in their home at 
the time of data collection or any time prior, have a 
working home Internet connection (Wi-Fi), and be willing 
to have a smart speaker placed in their home for a period of 
two weeks. Twelve families identified as white, two as 
Asian, one as Native American, one as African American 
and two as other or mixed race. Additionally, we asked 
whether families were of Hispanic or Latino origin and two 
families identified as Latino. Average family income was 
about $120,000 and average family size was 4.1 members. 
Parents reported an average of 5.9 years of post-secondary 
education. Three families reported speaking a language 
other than English at home 50% or more of the time. 

Children were given a basic reading assessment before 
beginning the study (i.e., the Word Reading Test, form A 
[7]), which consists of five lists of ten words each, in 
increasing difficulty. It estimates reading grade level 
(varying from 0 to 10) based on word recognition. Average 
grade estimated was 1.27 (SD=1.36, range: 0-4, median 
1.5). Half (9) of the children were in (or registered for, in 
the case of summer participants) kindergarten, 4 were in 
preschool and 5 were in first grade.  

Procedure 
We conducted a naturalistic study that included two home 
visits with each parent and child (together). During the first 
visit, after obtaining parental permission and consent and 
child assent, parents were asked to fill out a questionnaire 
with demographic information and children completed the 
reading assessment. At the end of the visit, a Google Home 
Mini device was installed in the home, tied to a unique 
Google account accessible only to the research team. We 
selected the Google Home Mini because the device 
provides log files that include raw sound files (the Amazon 
Echo’s did not at the time we began the study) and because 
we wanted to avoid additional complexity associated with 
accidental purchase requests (i.e., Alexa might 
misunderstand a query and initiate a series of questions 
about making a purchase). Additionally, popular press 
reviews at the time (e.g., [28]) rated the Google Assistant 
as better at answering questions than Amazon’s Alexa. 

Eight identical speakers were used in the study. We marked 
each device with a sticker containing an ID number and a 
telephone number families could call if they encountered 
technical problems. Both the device and the account were 
left at their default settings (female voice, American 
accent). No third-party content accounts paid or free (e.g. 
Spotify, Pandora, Netflix) were made available, but devices 
could play music using Google Play’s free service, which 
does not play specific tracks or artists, but does play related 
music stations. Families were told that the researchers 
would have access to a log containing their interactions. A 
researcher demonstrated basic functions of the device, such 
as volume controls, and conducted voice training with the 
child, which consisted of having the child follow prompts 
to say each of the wake words twice so that the child’s 
voice would be identified in the usage logs. Participants 
were told that all family members could use the device 
without restriction, provided they were told that researchers 
would have access to their interactions. The child was then 
encouraged to ask any question they wished. If the child 
did not come up with a question of their own within a 
couple of minutes, they were encouraged to ask about the 
weather. 

The research team monitored usage remotely, and families 
were contacted if no use was detected in more than three 
days to check for technical problems. We allowed families 
to keep the device for 2 to 3 three weeks, depending on 
their availability during that time period (i.e., to 
accommodate summer travel). When known, travel days 
were noted in our records of usage. Participants kept the 
device for an average of 14.28 days (min=14, max=22, 
median=14). At the end of that period, child and parent 
pairs were interviewed in their homes about their 
experience. Additionally, similar to Druga and colleagues 
[12] we collected likert-style ratings from the child using a 
six-point smiley-o-meter scale (three positive smileys and 
three negative frowns, representing -3 to +3). Children 
were first given a positive/negative forced choice (i.e., is it 
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Subject Area Example Descriptive Codes 
(Subcodes) 

Example Utterances Total 
Instances 

Science & 
Technology 

plants, animals, engineering “How are pillows made?” “What’s the fastest 
animal in the world?” 

222 (24%) 

Culture history, television shows, fantasy, 
sports 

“How old is Leo Messi?” “Do unicorns 
exist?” 

195 (21%) 

Practical weather, recipes, directions “What’s the weather today?” “Where’s the 
closest park?” 

170 (18%) 

Agent agent, other agents (Siri, Alexa) “How old are you?” 142 (15%) 

Personal 
Information 

user's name, age, family information “What’s my name?” “How old is (sibling’s 
name)?” 

87 (9%) 

Language meaning, spelling, translations “What does sassy mean?” “How do you spell 
Arizona?” 

46 (5%) 

Math calculations “What is 8 divided by 2?” 25 (3%) 

Jokes joke questions “Why did the chicken cross the road? 17 (2%) 

Table 1: Subject areas for questions asked by focal child with total instances for each area. 

 

 
friendly or not friendly?), and then asked to choose the 
smiley or frowny face that best represented the degree to 
which they felt about the device. We used this approach to 
ask whether the child thought the device was friendly, 
smart, alive, trustworthy, safe, and funny. Finally, parent 
and child pairs were compensated with a $50 gift card. This 
amount was equivalent to the market value of the Google 
Home Mini and of the Amazon Echo Dot at the time, 
allowing the family to replace the research unit with one of 
their own if they desired. A different Google account was 
created for each device. Devices were factory reset between 
families. 
Data Analysis 
Given the naturalistic focus of this study, our main source 
of data were device logfiles capturing in-home usage. 
Usage logs from the devices were downloaded and entered 
into a spreadsheet for analysis. Each utterance included the 
date and time, transcription, raw audio file and response 
provided by the conversational agent. A total of 3683 
interactions were recorded among all the families, with an 
average of 205 interactions per family (range: 61-421). 
Given our focus on question-asking behavior, we then 
analyzed all utterances to identify those that were questions 
(a total of 1,655 interactions) and removed all other 
utterances (e.g., commands such as volume controls, 
requests for music; interactions with actions (Google’s 
name for third party software such as game and story 
applications); and attempts at social interaction, such as 
“Good morning” or “I’m home!”). Although we had 
conducted voice training with the focal child in each family 
hoping that this would help identify which utterances were 
theirs, these were often mislabeled or unidentified. 
Therefore, we reviewed each question and manually 
identified the speaker in order to identify the focal child’s 

questions and at the same time coded whether the child’s 
question was transcribed correctly. In the rare instances 
when more than one user appeared in the sound recording, 
we identified the person who asked the question as the user 
(e.g. if the focal child said the wake word but a sibling 
asked a question, the interaction was coded as the 
sibling’s). Truly collaborative questions in which the child 
participated were coded as the child’s. We then coded the 
subject of the focal child’s questions. We used an iterative 
process where two researchers first assigned descriptive 
codes to child questions (e.g. animals, sports, public 
figures) and then created larger categories to contain the 
original descriptions (see list of larger categories and 
descriptive codes in Table 1). This resulted in 38 initial 
question subject areas, which we further refined and 
grouped for a total of 8 subject areas. Each question was 
also coded based on whether the resulting answer addressed 
the question fully, partly, not at all, or was refused (i.e., the 
agent responded that it could not help with the question). 
For this coding, we were as literal as possible. If the 
response was vague, or meant to be humorous, but did not 
provide the information requested, it was coded as not 
addressing the question. Each usage log was double coded 
by two researchers. Discrepancies were discussed and 
reconciled. 

At the end of the deployment, we conducted a debrief 
interview with each parent and child pair to capture their 
view of the experience using the smart speaker. We 
transcribed and analyzed interview data for emergent 
themes following a thematic analysis approach [3,4], which 
involved a process of inductive coding in order to identify 
patterns in parents and children’s descriptions of their 
experiences. Children’s ratings of the device using the 
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Subject Area Focal Child Parents Siblings Total 

Science & Technology 222 (M=12.33, SD=16.96) 40 (M=2.22, SD=3.37) 57 (M=3.16, SD=2.25) 319 

Culture 196 (M=10.83, SD=14.57) 60 (M=3.33, SD=6.31) 170 (M=9.44, SD=16.9) 426 

Practical 170 (M=9.44, SD=8.15) 88 (M=4.89, SD=4.24) 84 (M=4.67, SD=8) 342 

Agent 142 (M=7.89, SD=10.88) 15 (M=0.83, SD=1.54) 47 (M=2.61, SD=2.68) 204 

Personal Information 87 (M=4.83, SD=15.41) 11 (M=0.61, SD=1.69) 25 (M=1.39, SD=4.51) 123 

Language 46 (M=2.55, SD=3.58) 10 (M=0.55, SD=1.34) 24 (M=1.33, SD=1.94) 80 

Math 25 (M=1.39, SD=2.25) 5 (M=0.28, SD=0.67) 33 (M=1.83, SD=4.15) 63 

Jokes 17 (M=0.94, SD=1.73) 1 (M=0.05, SD=0.23) 2 (M=0.11, SD=0.32) 20 

Total 905 230 442 1577 

Table 2: Total questions (Mean, Standard Dev) by subject and type of family member 

 
smiley-o-meter were entered into a spreadsheet for 
analysis. 
FINDINGS 
Device Usage Among Families 
Throughout the in-home deployment, roughly 45% of 
interactions with the device were questions (1,655 out of a 
total 3,683 interactions). On average, each family asked 92 
questions during the deployment (SD=64.47; range=20-234 
questions). Focal children in each family were responsible 
for 56% of the questions asked (a total of 924 questions 
across all families, including questions for which the 
subject area was not clear to coders, such as questions that 
used made-up words), but on average asked 51.33 
questions each (SD=40.33 range 8-146 questions). Most 
questions (77% of all questions) asked by focal children 
were asked during the first 7 days of use, accounting for a 
more intense exploratory period following placement of the 
device.  

To understand whether household composition related to 
question asking behavior, such as through the need to share 
the device or modeling behavior of siblings, we analyzed 
family size and birth-order of the focal children. Families 
ranged in size from 3 to 5 members, counting only 
members able to initiate an interaction with the smart 
speaker (i.e., excluding infants), with the majority of 
families having 4 members (n=13), followed by families 
with 5 members (n=3) and 3 members (n=2). While larger 
families tended to ask more questions overall (M=144 
questions for 3 members; M=209 questions for 4 members; 
M=224 questions for 5 members), there was no clear 
relationship between the mean number of questions asked 
by the focal child and family size (M=41.5 questions asked 
by children in 3-member families; M=57.66 in 4-member 
families; M=35.66 in 5-member families). However, the 
percent of total family questions that were asked by the 
focal child was, not surprisingly, larger in smaller families, 
with 90% in 3-member families, 54% in 4-member families 

and 53% in 5-member families. That is, in smaller families, 
the focal child contributed a larger portion of the total 
questions asked of the conversational agent in that 
household. 

Eleven of the 18 focal children had older siblings, 5 were 
the oldest and 2 were only children. Children with older 
siblings asked an average of 50 questions, or on average 
46% of their family’s questions. Children who are the 
oldest in their family asked an average of 58 questions, or 
80% of the questions asked by their families. Only children 
asked an average of 41.5 questions, which amounted to 
90% of the questions asked by their families.  While 
children with older siblings had additional device use 
modeling, they still asked close to an average number of 
questions (mean=50 questions compared to 51.33, the mean 
number of questions by all focal children). This could 
perhaps be attributed to more often having to share the 
device.  
Subject Matter of Questions 
To understand the topics and domains of children’s 
question-asking behavior, we coded fact-finding questions 
as belonging to one of eight main subject areas. Table 1 
shows the main subject areas, along with examples of 
descriptive codes and sample utterances. Table 2 shows the 
break-down of questions by subject and by family member 
category (i.e. focal child, parents or siblings). Note that this 
count does not include visitors such as friends and relatives, 
whose questions added to the total count of questions 
asked. 

Science, the category that includes such descriptive codes 
as animals, plants, nature and more accounted for 222 of 
focal children’s questions (24%), the most of any category. 
It was followed closely by the culture category, which 
includes all pop culture and celebrity questions, accounting 
for 195 questions (21%). Questions that were of a practical 
nature, such as questions about the weather, local resources 
or how to prepare food accounted for 170 of all questions 
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(18%). The remaining subject areas that kids asked about 
represented a much smaller percentage of their total 
questions (language: 46 questions, 5%; math: 25 questions, 
3%; jokes: 17 questions, 2%).  

Two question categories are specifically about the 
technology: questions coded as “agent”, about the 
conversational agent itself, and questions coded as 
“personal information”, which are about the child and his 
or her surroundings and family and attempt to explore how 
much the agent knows about them. Of all the focal 
children’s queries, 142 questions (15%) asked the 
conversational agent questions as if it was a person (the 
“agent” in our code). This was not, however, evenly 
distributed. Two children account for half of those 
questions. Eighty-seven questions (9%) were about the 
child’s own personal information, suggesting they were 
trying to find out how much the conversational agent knew 
about them. One child, a 6-year-old girl, was responsible 
for 66 out of those 87 questions.  She succeeded in 
introducing herself to the agent early in the 2-week period 
and taught the system the names of her family members. 
She then asked multiple times a day about those names (i.e. 
“What’s my name? What’s my dog’s name? etc.), as if to 
check if the device still remembered them. 

Parents, perhaps not surprisingly, asked more practical 
questions than any other category, followed by culture 
questions (which include questions about sports, 
entertainment, and public figures). It is important to note 
that adults, knowing that researchers would have access to 
usage logs, might have been intimidated and asked fewer 
curiosity questions than they would have otherwise. 
Siblings asked more culture questions than other 
categories; this was followed by practical and science 
questions. Most children in our sample had older siblings 
(n=11), who were responsible for most sibling questions. 
However, siblings as young as 18 months asked questions.  
Transcription and Answer Quality 
One open question about conversational agents pertains to 
their effectiveness in transcribing children’s speech, 
understanding their questions, and then providing adequate 
answers to their queries. To assess this, we conducted an 
analysis of transcription fidelity and answer quality in order 
to identify breakdowns in children’s attempts to ask 
questions of the conversational agent. Our analysis shows 
that focal children’s questions were transcribed correctly an 
average of 89% of the time. Although not measured in a 
controlled environment, this performance appears to be an 
improvement over prior work that reported much lower 
transcription accuracy for children of the same age [22]. 
However, even with mostly correct transcripts, only 50% of 
children’s questions received a full answer, pointing to 
difficulties unrelated to their ability to pronounce words in 
a manner that the system could transcribe. To a small 
percentage of children’s questions, the conversational agent 
offered alternative questions to which it could provide 
answers (e.g. “I am not sure, but I can tell you the answer 

to a similar question.”). Table 3 below shows the percent of 
the time that children’s questions were transcribed correctly 
and answered fully, partly, not at all, or refused. 

 
The majority of questions that were refused (i.e., agent 
responded that it was unable to answer the question) 
presented fluency, wording, or content challenges. For 
example, one child (age 5, female) asked, “How does the 
how do people who know what the weather is like how do 
they know?” Another (age 6, female) asked, “What the 
flowers inside of them?” Other refused questions resulted 
from wording or phrasing mistakes, such as “When was the 
nearest snow storm?” (age 6, male). Following this, an 
adult rephrased it as “the most recent snowstorm.” Another 
child (age 5, female) asked, “How far can English count?” 
as part of a sequence of questions about counting, possibly 
meaning to ask, “how far can one count in English?” Other 
questions were refused due to lack of context or details, 
such as “What the heck is that?” (age 5, male), “What’s the 
best-selling children’s author?” (age 6, male), and “How 
many Iowa games were there in the past?” (age 6, male). 
Similar to lacking context, other questions sought advice 
from the conversational agent, to which it was unable to 
respond. Examples of these questions include: “When is a 
good time to play?” (age 5, male) and “What should we 
bring to the beach today?” (age 5, female). Other refused 
questions were broad in nature or related to fantasy, such as 
“Where do people come from?” (age 6, female), “How is 
everything in the world made?” (age 5, female), “Can 
ghosts fly?” (age 5, male), and “Why do zombies eat 
people?” (age 5, female). 

We also found that “why” and “how” questions, considered 
an important theory-building mechanism by developmental 
psychologists (e.g., [6]), were particularly hard for the 
system to answer. Consider the following exchanges 
between the conversational agent (CA) and a 6-year-old 
girl (C): 

C: “Do squirrels like pumpkins?” 

CA: “Here's a summary from the website 
chicagotribune.com: Pumpkins can attract snacking 
squirrels. A squirrel stands on pumpkins carved into 
Halloween jack-o'-lanterns Oct. 25, 2004, in 
Washington. There's this: Squirrels don't even 
particularly like pumpkins. 

C: “Why do squirrels eat pumpkins if they don’t like 
them?” 

CA: “Sorry, I don’t know how to help with that.” 

Transcribed 
correctly 

Answered 
Fully Partly Not at all Refused 

820        
(89%) 

463 
(50%) 

73 
(8%) 

130   
(14%) 

201 
(22%) 

Table 3: Transcription Accuracy and Answer Quality  
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The same participant tried to engage the Google Assistant 
in an exchange about the lifespan of dog breeds, connecting 
a previous answer to a request for further explanation: 

C: “How long does a golden retriever live?” 

CA: “The lifespan of the Golden Retriever breed is 
typically between 10 and 12 years.” 

C (5 minutes later): “How long does a Labradoodle 
live?” 

CA: “On the website 
coppercanyonlabradoodles.com, they say: 
Labradoodles are relatively long lived as a breed 
and an average life expectancy is between 12 and15 
years.” 

C: “Why do labradoodles live longer than golden 
retrievers?” 

CA: “Sorry, I don’t understand.” 

Another participant (age 5, female) asked, “how is paper 
made?” four times across three different days. The first 
time, she received instructions for making paper airplanes. 
The other three, she heard the following: 

CA: “On the website wonderopolis.org, they say: To 
make paper from trees, the raw wood must first be 
turned into "pulp." Wood pulp is a watery “soup" of 
cellulose wood fibers, lignin, water, and the 
chemicals used during the pulping process.” 

Though this answer partly addresses the question (it was 
coded as a partial answer), it is an incomplete explanation 
of how paper is made (i.e., only covering how pulp is 
made). Moreover, the system repeated the same 
information multiple times rather than viewing this child’s 
attempt at repetitive question-asking as a way of seeking 
further or different information. 

Data from debrief interviews provides a more complete 
picture of the complexities of question-asking behavior and 
challenges children experienced in receiving answers. Our 
analysis of interviews alongside logfile data reveals three 
specific challenges with effectively receiving answers from 
the conversational agent. 

First, children and their parents reported that responses 
were long or required interpretation. Some of the questions 
children asked were met with responses that might contain 
the answer, but not in a straight forward way. For example, 
a parent in one interview brought up an incident in which 
their child (age 6, male) asked, “Who is the second fastest 
person in the world? The conversational agent responded: 

“Here is some information from the web that might 
possibly help. On the website YouTube.com they 
say Yohan Blake has been training intensive ahead 
of the Rio 2016 Olympic where he hopes to 
compete for the gold medal against Usain Bolt who 
has the current world record.” 

After replicating this exchange during the interview, we 
asked the participant what he thought this meant. He 
replied, “I have no idea.” What parents meant by “requiring 
interpretation” could also be described as needing an 
alternate phrasing, requiring prior knowledge, or requiring 
inferential reasoning about subcomponents of the question. 
In this example, the child’s lack of understanding of the 
response might come from the fact that understanding that 
Yohan Blake might be the second fastest person in the 
world requires the child to know (1) that having the 
“current world record” is the same as being the fastest and 
(2) that someone who is training in hopes to compete for 
the gold with the fastest person might be the second fastest.   

A second challenge observed across our data is that 
answers that were meant to be funny to adults were often 
confusing to children. For example, a mother of a 5-year-
old girl explained: 

“I didn't like that when she asked about unicorns it 
said that [they are everywhere], it made it seem that 
unicorns are real, because I think it was more geared 
towards adults, so they find it funny. So, if a child is 
asking a practical question then, you know, it's 
going to give sort of a misleading answer.” 

Looking at the usage logs for further context, the child 
asked, “Do unicorns exist?” to which the agent responded, 
“I believe in unicorns. They sound something like this: 
[sound effects]. There are unicorns everywhere; even in the 
tech industry.” For devices such as conversational agents 
that may be shared among multiple household members, 
tailoring responses based on who is asking the question 
seems like an essential step for future work. 

A third challenge that emerged from our analysis is that 
follow up questions required that the user restate the 
information just mentioned in the previous question, and 
children often failed to do that. Although conversational 
agents remember some information over the course of 
multiple interactions (e.g., user’s name), it appears that they 
do not currently integrate previous exchanges as context for 
future questions. For example (child age 5, male): 

C: “You know how your freezer works?” 

CA: “Here's a summary from the website 
greenlivingideas.com: Essentially, your fridge and 
freezer work by continually turning a refrigerant 
from a liquid to a gas, and then condensing that gas 
back into a liquid. That liquid is then pumped 
through a capillary which removes any moisture or 
contaminants before being sent to your 
fridge/freezer’s evaporator coils."  

C: “What’s the name of the gas?” 

CA: “Here's a summary from the website 
examples.yourdictionary.com: Oxygen is a pure gas 
because it is made of one type of item. Pure gases 
may also be compound molecules. Carbon dioxide 
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Is the 
device…? 

Num. 
children 
agreed 

Mean Rating Median 

Friendly 17 2.27 (SD=1.45) 3 
Smart 11 0.66 (SD=2.25) 1.5 

Trustworthy 15 1.72 (SD=1.52) 2 
Alive 11 0.55 (SD=2.06) 1 
Safe 15 1.94 (SD=1.83) 3 

Funny 12 0.66 (SD=2.19) 1 
Table 4: Children’s self-reported ratings of six dimensions of 

the device based on a six-point Likert-style scale (-3 to +3). 

would be considered a pure gas, but it is also a 
compound molecule.” 

Mother: “What’s the name of the gods in the 
freezer?” (gas was incorrectly transcribed as gods) 

Both the child and the mother appear to expect the agent to 
understand a reference to a previous exchange, as a person 
would, but the agent does not yet support this sort of 
contextual understanding across sequences of children’s 
questions.   
Conceptions of the Conversational Agent 
As part of understanding children’s interactions with a 
conversational agent, we also aimed to understand their 
conceptions of how the agent works and what it “knows” 
about the world or about them. During the debrief 
interview, after having had the smart speaker at home for 
two weeks, children were asked several questions that shed 
light into how they conceive of the conversational agent 
(i.e., the smart speaker technology). First, they were asked 
how they referred to the device when talking to family or 
friends. The overwhelming majority said they simply called 
the speaker “Google” or “the Google,” which is not 
surprising since that is the name the device responds to 
(through the wake words are “Hey, Google” or “OK, 
Google”). The few children who referred to it differently 
used descriptive words (e.g. “the Google machine;” “the 
round gray thing”). Children were also asked to tell us how 
they would describe the smart speaker to a friend their age 
who had never seen one before. The descriptions were 
largely uniform (e.g., “It’s a speaker you can ask questions 
of.”), though this was likely influenced by the fact that we 
encouraged children to ask questions of the device when it 
was set up given the focus of our study. 

More interestingly, we asked children how they thought the 
speaker knew the answers to the questions they asked.  
They were reassured that there was no right or wrong 
answer, that we were interested in how they thought about 
it and encouraged to guess if they didn’t know. Most 
children’s descriptions of how the speaker works included 
actions a person would perform, such as look up 
information on a smartphone. One child (age 5, male) 
explained, “I think she looks things up on her phone.” 
Another child (age 6, female) (C) explained to the 
researcher (R): 

C: “Well, I think the Google, it just thinked and 
thinked and thinked and it got smarter. It is smart, 
it's learning each day and every day. “ 

R: “And how does it learn? How do you think it 
learns?” 

C: “By using its phone.”  

R: “It has a phone?” 

C: “Yeah, just you can't, can't see the hands.”  

Another child (age 6, male), spoke of Google directly: “It 
asks another Google, Google tells it, and then I don't know. 
Maybe it searches online and gives me an answer.” These 
responses echo prior work regarding children’s perceptions 
of other intelligent technologies [48]. Children have also 
been found to attribute mental states such as intelligence 
and feelings to social robots [21]. 

To complement interview data, we also asked children to 
rate the conversational agent along six dimensions using a 
smiley-o-meter, similar to Druga and colleagues [12]. 
Table 4 shows the average and median ratings given by 
children for each of the six dimensions. All children but 
one rated the device friendly to some degree. Referring to 
the usage logs, the one child (age 6, male) who gave it a -3 
score on friendliness had made many attempts at social 
interactions with the conversational agent and complained 
about its unenthusiastic responses. Similarly, all but two 
children rated the device as safe. One of two participants 
who found it unsafe (male, age 5) was part of a family with 
three boys, the oldest of which had found a third-party 
action that made farting noises. This action was difficult to 
exit, continuing to make the noises after users had made  
unrelated requests; it made the device difficult to control.  

After rating the device as smart or not smart, children were 
asked whether they thought the device was smarter than 
they are, or not as smart as they are. Half (n=9) of the 
children said the device was smarter than they were, 39% 
(n=7) said it was not as smart as them, and 11% (n=2) 
refused or were not asked this question. A common 
explanation for thinking the device was smarter than they 
were was that it knew more facts. This echoes findings 
from prior work [12]. Conversely, several of the children 
who said they themselves were smarter explained that, even 
though the device could look up information, they were 
better able to solve problems. 

Children were also asked to explain why they thought the 
device was alive or not alive. Of the children who thought 
it was alive (11 out of 18), most said that it was alive 
because it could talk and/or it sounded like a person. The 
children who said it was not alive said it was a machine, 
like a robot.  
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DISCUSSION 
Our findings show that children asked questions about a 
broad range of subjects. Questions about science and 
technology (24% of all questions) and culture (21%), which 
included topics such as entertainment, history and politics, 
were most frequently represented. These categories contain 
children’s questions about the world around them, 
suggesting that they did think of the device as an 
information source for topics they were curious about. The 
two categories of science and technology and culture 
appeared more frequently than questions coded as practical 
(18%), which include the topic of the weather, questions 
about the agent itself (15%), and joke questions (2%) – 
note that jokes that were not in question format were coded 
as social interaction attempts and not included in the 
present analysis.  

While the technology has evolved to transcribe children’s 
questions correctly the majority of the time, the 
conversational agent in our study was still only able to 
answer about half of their inquiries. One reason for this 
may be the lack of commercial focus on use cases that are 
important to children, such as asking information- and 
explanation-seeking questions. Further, children may be 
significantly underrepresented in training data used in these 
systems, widening a gap between children’s use practices 
and behaviors and those of adults. 

Nevertheless, the fact that children chose to use the device 
to ask curiosity questions suggests that there is potential for 
this technology to play a role in children’s self-directed 
learning. Self-directed learning, which is the ability to 
decide what to learn about, has been found to generate 
better information retention both in adults [27] and in 
younger children [34]. However, just as others have shown 
that children have difficulty reformulating questions to ask 
of a conversational agent [49], our analysis shows that they 
have challenges understanding complex and nested 
information within a conversational agent’s response. 
Inferential reasoning and theory of mind (e.g., [47]) seem 
essential to the ability to reformulate questions and 
understand complex responses, making information seeking 
through conversational agents challenging for younger 
children who may not have yet developed these capacities. 

The children in our sample did not have a smart speaker in 
their homes prior to participating in the study. Although 
most of them mentioned having interacted with Siri or the 
Google Assistant through tablets or parents’ smartphones, 
this was the first time they interacted with a conversational 
agent without the benefit of a screen in which to view 
content. This being a relatively new technology to them, it 
is not surprising that they would think of the conversational 
agent as being alive and explain its behavior in human 
terms. Sherry Turkle [43] found that children in the 1980s 
thought of computer games that offered variation in how 
they performed (i.e., imperfectly vs. perfectly) as being 
alive. Conversational agents offer much more variation 
than a handheld game of tic-tac-toe, and they have evolved 

to sound remarkably natural. This also raises user 
expectations about their abilities [31]: the more like a 
person a machine sounds, the more like a person it will be 
expected to behave, and the fewer concessions users will be 
willing to make. The children in our study expected the 
agent to carry out a conversation as a person would, a 
finding similar to prior work on how children understand 
intelligent devices (e.g., [48]) 

In television’s earlier days, it was not uncommon for 
viewers, especially children, to believe that there were an 
actual set and small people acting out a scene inside the 
box and that the people on the screen could hear them [33]. 
It might be harder to find children who still subscribe to 
those ideas in today’s screen-saturated world, just like 
children in a not-too-distant future might have fewer 
misconceptions about the nature of conversational agents. 
Implications for Design 
Several challenges appeared in our analysis of children 
asking questions of the Google Assistant that help inform 
subsequent design work. Here, we summarize the key 
design insights based on our empirical investigation. 

Tailor answers to unique users. Some difficulties impacting 
children could be ameliorated if the system knew that a 
young child was speaking rather than an older sibling or 
adult. For example, responses that assume a humorous 
question, such as the existence of unicorns, could be 
answered differently to children than to adults. As we 
realized in the process of analyzing our data, the 
identification of children’s voices is not yet reliable. 
Therefore, a stop gap solution while voice ID improves 
could be, as one parent suggested, allowing users to self-
identify as they initiate an inquiry.  

Simplify and decompose answers to children’s questions. 
The quality of the responses offered, as well as their length 
and complexity, seem to be the result of a combination of 
the information available online and the algorithm used to 
select what information to include when providing 
responses. For example, in the exchange described above 
between a participant and the conversational agent about 
squirrels liking pumpkins, the answer included a sequence 
that seemed to be part of a photo caption (“A squirrel 
stands on pumpkins carved into Halloween jack-o'-lanterns 
Oct. 25, 2004, in Washington.”), which is not needed to 
answer the question, “Do squirrels like pumpkins?” and 
adds length and complexity. The answer that was heard at 
the end would have been better on its own: “Here’s the 
thing, squirrels don’t even particularly like pumpkins.” 
Other responses required children to perform higher level 
reasoning and draw on other worldly knowledge (e.g., 
understanding that training to race against the fastest person 
might mean someone is second fastest). Continued 
development in the ability to identify information that 
answers a question succinctly and directly will benefit all 
users, not just children. Given the challenges of achieving 

309



 

 

this in real-time conversational AI systems, a crowd-
powered approach may be a promising alternative [19].  

Understand context through prior questions and responses. 
Children often fail to provide the necessary context for 
initial questions, as Yarosh and colleagues [49] also show. 
Beyond this, children (and adults) expect the agent to 
remember what was just said and be able to use that 
information as context for asking a follow-up question. 
That is, they see interaction as building across a sequence 
of questions and responses, and they expect these prior 
interactions to contribute to conversational grounding (i.e., 
a mutual understanding between two parties regarding what 
they are talking about) [5,10]. Such grounded, contextual 
understandings that take a sequence of interactions (e.g., 
multiple questions and responses) into account are not yet 
built into commercial conversational agents, as this is a 
difficult challenge for conversational AI systems in general 
[20]. An interim solution could be to either ask the child to 
clarify, as prior work suggests [49], or to confirm. For 
example, in the case described above where a participant 
wanted further information about the gas that makes the 
refrigerator work, when subsequently asked “what’s the 
name of the gas?” the agent could confirm if the user is 
indeed still talking about the same topic. 

Adapt responses based on repetitive questioning. In our 
study, there were a few cases when children asked the same 
question over and over. This may be because they did not 
understand the answer or perhaps wanted more or different 
information on the same topic. If the conversational agent 
is able to identify and tailor responses to specific users, it 
could take repeat question-asking behavior into account for 
each individual as part of their own history. With this 
information, the system could then limit how many times it 
will repeat the same answer, after which it could either 
offer another option or suggest that the user ask the 
question in a different way. The open-ended fact-finding 
question-asking behavior we observed in our data is distinct 
from other uses of conversational agents, such as asking 
practical questions (e.g., What’s the weather today?) that 
are likely to be repeated daily. Thus, having the system take 
into account the kind of question asked in addition to 
frequency seems like an important next step in supporting 
children’s question-asking behavior. 

Source curation and presentation. Another point worth 
noting is that, even though the Google Assistant mentions 
the source of many of its responses, reading out the URL 
before the answer to the question, none of the children 
remembered this when asked how they thought the device 
worked. This is perhaps not surprising in a media world 
dominated by apps on touchscreens, where few 5-and 6-
year-olds have a need to understand URLs. However, if 
children are able to seek information independently through 
a conversational agent before they are able to understand 
where the information comes from, they might benefit from 
curation managed by parents and educators, who could be 
given access to source options to be drawn from when the 

young children in their care are interacting with the 
technology. Alternatively, redesigning the presentation of 
source information could be a way to help children learn 
about where information comes from and source credibility 
at a young age. 
Limitations and Future Research 
One limitation of the present analysis is that our sample 
included predominantly middle- and upper-class families 
with highly educated parents. Therefore, we do not know 
how children of other socio-economic backgrounds and 
parental education levels might use this technology and 
what challenges they might encounter. For example, 
research has shown that children of lower SES react 
differently than wealthier, more educated counterparts 
when they receive dismissive or incomplete answers from 
adults [23,42], being less likely to insist or to come up with 
their own explanations. Therefore, future work on question-
asking through conversational agents should consider a 
wider diversity of socio-economic backgrounds and 
parental education levels, as usage patterns and strategies 
may vary across different groups of children. Additionally, 
as conversational agents continue to expand their reach into 
homes, children might grow more habituated with how they 
work. Although our analysis uncovers initial question-
asking behaviors and practices in situ, a longitudinal study 
of how children incorporate this technology into their 
repertoire of information sources over time could extend 
our understanding and inform future child-focused versions 
of conversational agents. Finally, conversational agents are 
now available in many languages and countries. Prior work 
has shown differences between cultures in children’s 
question-asking behavior [16,18]. Our sample includes only 
English-speaking American children. Future work should 
include children in other cultures and how their question-
asking habits might impact their experiences trying to 
obtain answers from a conversational agent.  
CONCLUSION 
Our results show that 5- to 6-year-old children do choose to 
ask informational questions about the world around them 
when a conversational agent is available in their home, and 
that their questions are transcribed correctly the majority of 
the time. However, they do run into hurdles while doing 
this, both when asking questions and when interpreting 
answers. This points to a need for more research that 
investigates how best to support children’s inquiries, 
including the creation of tools that give parents and 
educators, who are familiar with the child, the ability to 
curate sources of information that can provide answers in a 
format child can understand, as well as request additional 
contextual information when children do not provide it. 
SELECTION AND PARTICIPATION OF CHILDREN 
In this work, children were selected to participate when a 
parent volunteered to enroll in the study by responding to a 
recruitment flyer, email or social media post. Upon arrival 
in the family home, it was explained to children that the 
study was about how children interact with the smart 
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speaker and that the researchers would have access to their 
interactions, that we would administer a short reading 
assessment and that we would record a video of our 
conversations with them, but that the video was solely for 
use by the research team and would not be shared online or 
with any other audience. If they agreed to take part, they 
were asked to cosign the permission/consent form along 
with their parent. The study protocol and the 
permission/consent document were approved by the 
university’s Institutional Review Board. 
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