1. Exercises 3.10, 3.11, and 4.2 from the online version of Sutton and Barto. Check the course website for the link.

2. Implement Q-learning (with the programming language of your choice) and use it to find an optimal policy for traversing a 15x15 grid world with 4 actions that move one step in the standard compass directions. Each episode starts with the learner in the upper left corner state and ends when the learner enters the lower right corner state. Attempts to move off the edges of the grid world should result in the agent staying in the same state. Choose any reward structure that causes the learner to minimize the number of steps required to end the episode. Initialize the Q-table to all zeroes. Turn in the following:

   - Your code
   - List of the parameters used in learning, such as rewards, discount factor, learning rate, exploration probability, and anything else that seems relevant
   - A learning curve that shows the number of steps until the goal state is reached on the vertical axis and the episode number on the horizontal axis
   - Initialize the Q-table to some constant positive value and generate a new learning curve. Explain briefly the differences you see with the first learning curve and why they occurred.

Put everything but the code into a single writeup document. Put that document and the code into a tarball and send it to the TA via slack.