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Feature Learning
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E.g., SIFT, HoG, etc.
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How Is computer perception done?

Object
detection

Audio
classification

NLP

Image Vision features

Audio

Text features

s B »

Audio features

Detection

Speaker ID

Text classification,
Machine translation,

Information retrieval,
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Computer vision features

Normalized patch Spin image
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Audio features
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NLP features

evl (NAME j1 “Jill”) (THE d1 : (DOG1 d1)))

<DOC>
[<DOCID> ws494_008.0212 </DOCID>
- . |<Docmo> 940413-0062. </DOCNO>
NP SEM (NAME j1 “Jill”) [<HL>  Jho's News:
VAR j1 !@ Burns Fry Ltd. JEes:ihs
|<oD> (LYSENEL! </DD>
< 5 WAL (J), PAC (50>
VP SEM ( ST § evl x (THE d1 : (DOG1 d 2?:8; VIALII:ERTl?}:E;)JoummL (), PAGE B10 </SO
VAR [<IN> SECURITIES (SCR) </IN>
[<TXT>
| <p>
NP SEM (THE di : (DOG1 d1)) [(Toront JMEEliDonald Hr ight MEGIRCEIERCIEY

inamed executive vice president and director of fixed incame
!brokerage firm. Mr. |jgfsind resigned as president of
CNF SEM DOG1 !, a unit of LESIUNERALWEMeEY. to succeed
VAR di ILEEEIRgS, 48, who left Eiisi@®ay last month. A [ESS)

N SEM DOGL
DET SEM THE VAR d1
VAR 11

the

Parser features

[
|
|

NER/SRL

entity, physical thing

His father, Nick Begich,

posthumously, only they didn't know for sure that it

phy
>

was posthumous because

It"still hasn't turned up. If's why locators are now

required in all US planes.

POS tagglng Figure 1. is & reltion example
A h
naphora WordNet features

squirrel cage

Andrew Ng



Feature representations

Feature I Learning

Andrew Ng



Sensor representation in the brain

Auditory cortex learns to
see.
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\ "~ 7 Auditory . also works for touch/
_Cortex ' & somatosensory cortex.)

Seeing with your tongue

Human echolocation (sonar)

[Roe et al., 1992; BrainPort; Welsh & Blasch, 1997]



Other sensory remapping examples

Haptic compass belt. North
facing motor vibrates. Gives
you a Adirect.i

Implanting a 3" eye.

[Nagel et al., 2005 and Wired Magazine; Constantine-Paton & Law, 2009]



On two approaches to computer perception

The adult visual (or audio) system is incredibly
complicated.

We can try to directly implement what the adult visual (or
audio) system is doing. (E.g., implement features that
capture different types of invariance, 2d and 3d context,
rel ations between object par

Or, If there i1s a more general computational

principal/algorithm that underlies most of perception, can
we instead try to discover and implement that?
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Learning input representations

Find a better way to represent images than pixels.
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