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Proxy-Assisted Techniques for Delivering
Continuous Multimedia Streams

Lixin Gao, Zhi-Li Zhang, and Don Towsleyellow, IEEE

Abstract—\We present a proxy-assisted video delivery architec-  In this paper, we propose a proxy-assisted video streaming ar-
ture that can simultaneously reduce the resources requirements at chitecture that takes advantage of the resources (processing and
the central server and the service latency experienced by clients disk storage) available at proxy servers to significantly reduce
(i.e., end users). Under the proposed video delivery architecture, we . .
develop and analyze two novel proxy-assisted video streaming tech-the Server_and (baCkbone_W'de'ar?a_) networl_( resource require-
niques for on-demand delivery of video objects to a large number Ments, while at the same time providing near-instantaneous ser-
of clients. By taking advantage of the resources available at the vice to clients. The central server multicasts video objects pe-
proxy servers, these techniques not only significantly reduce the riodically, using, for example [13], source-specific multicast.
central server and network resource requirements, but are also ca- Proxy servers are strategically placed between, say, local access

pable of providing near-instantaneous service to a large number of .
clients. We optimize the performance of our video streaming archi- networks and the backbone wide-area network. A proxy server

tecture by carefully selecting video delivery techniques for videos of Stores a fixed number of initial frames or a “prefix” of the mul-
various popularity and intelligently allocating resources between timedia stream [12] so as to serve the future requests: when a

proxy servers and the central server. Through empirical studies, new request arrives, the client joins an on-going multicast group
we demonstrate the efficacy of the proposed proxy-assisted videoyq retrieve the multicast stream from the central server and re-
streaming techniques. trieves the missing initial frames from the proxy server. The
missing portion of the prefix is delivered by the proxy using
a unicast channel and played back immediately by the client.
HE past few years have seen a dramatic growth of multtence, the proxy server reduces the service latency experienced
media applications which involve video streaming over thgy the user by unicasting a prefix of the multimedia stream.
Internet. Server and network resources (in particular, server I/OThjs proxy-assisted video delivery environment has several
bandwidth and network bandwidth) have proven to be a majgivantages over the traditional stand-alone video server envi-
limiting factor in the widespread usage of video streaming ove§nment. First, since it requires only network resources between
the Internet. In order to support a large population of clientghe proxy and the client, latency reduction is achieved without
techniques that efficiently utilize server and network resourcgreasing the demand on backbone network resources. Second,
are essential. In designing such techniques, another importgflike the proxy caching schemes proposed for conventional
factor that must be taken into consideration is sieevice la- \Web objects such as text and image objects, the proxy needs to
tency i.e., the time a client has to wait until the object he/shgiore only prefixes of the multimedia streams. Thus it is feasible
has requested is started to playback. The effectiveness of a vidgen with the large data volume typically associated with mul-
delivery technique must be evaluated in terms of both the serigfiedia objects. Third, since the proxy server delivers only the
and network resources required for delivering a video object apfkfixes and is only responsible for a limited number of clients,
the expected service latency experienced by clients. Clearly, tRe 1/0 bandwidth requirement imposed on the proxy server is
“popularity” or access pattern of video objects (i.e., how frenot significant.
quently a video object is accessed in a given time period) playsynder the proposed proxy-assisted video delivery archi-
an important role in determining the effectiveness of a video dgscture, we develop a novel video delivery technique called
livery technique. proxy-assisted catchingvhich can efficiently utilize server
and proxy resources while providing near instantaneous service
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parameters such as the size of the prefix stored in the pressgurces required for broadcasting a video object. “Server-push”
server. Furthermore, we show that the total resource requitedhniques have the advantage that they utilize server and
by the central server and proxy servers combined is close to tiework resources more efficiently. But this efficiency is
minimum achievable by any broadcasting scheme that suppléehieved through increased service latency, as a client can only
near-instantaneous service. start receiving a video object at the beginning of next broadcast
In order to account for the diverse access patterns for a cpériod.
lection of video objects in a video server, we design an efficient The problem of delivering continuous media streams using
video delivery scheme callgutoxy-assisted selective catchingoroxy servers has been studied in a number of contexts. In [11],
which combines proxy-assisted catching with another video défanget al. develop video staging techniques to store a pre-de-
livery technique—eontrolled multicasf8]. Controlled multicast termined amount of video streams in strategically placed proxy
is a “client-pull” technique which is most effective in deliveringservers to reduce the backbone network bandwidth requirement
“cold” video objects. Based on video access patterns, we intfor delivering variable-bit-rate (VBR) video streams across a
duce a simple policy for classifying “hot” and “cold” video ob-wide-area network. In [12], a prefix caching scheme is pro-
jects and apply catching and controlled multicast accordingly pmsed to reduce the latency while delivering smoothed VBR
deliver the video objects to clients. Through empirical studiespntinuous streams between the proxy and clients. Proxy-as-
we demonstrate that, in terms of both network resource requisésted video delivery is also proposed in the context of the dy-
ments and service latengypxy-assisted selective catchiogt- namic skyscraper delivery scheme in [9].
performs either proxy-assisted catching or controlled multicast

applied alone. ll. PROXY-ASSISTEDVIDEO DELIVERY ARCHITECTURE
The remainder of this paper is organized as follows. The re-

lated work is briefly surveyed in Section I-A. Section Il presents . -
the proxy-assisted video delivery architecture. In Section Iﬁlrchltecture that employs a central-server-based periodic broad-
3st scheme to efficiently utilize central server and network re-

we describe a specific proxy-assisted video delivery techniqﬁ%

called proxy-assisted catching. Section IV introduces proxy-assqurces’ while in the same time exploiting proxy servers to sig-

sisted selective catching and evaluates the scheme via empilfﬁg?amly re%uce service I?tgn%/ exgelr}enced bﬁ’.td'?nts' Und der
studies. The paper is concluded in Section V. € Proposed proxy-assisted video deflvery architecture, we de-

velop two novel video streaming techniqueprexy-assisted

A. Related Work cgtchingand_proxy-ass_isted s_ele_:ctive catchinthe proxy-as-

. . : . sisted catching technique eliminates the shortcoming associ-
In recent years, a variety of multicast techniques for videgq .\ ith periodic-broadcast-based “server push” techniques,
degve?é ha\_ﬁ] beent prr:)p_osed (see,be.gk.), [1](,jl[3],l[4]"f['6]a [_7 amely, the increased service latency, by taking advantage of
ar:h [“ P ¢ eTﬁ ec niques Cﬁ? The _roal ytE?SS|tle ”'m?e resources available at the proxy servers. The proxy-assisted
either “client-pull” or ‘server-push.” The simplest ‘client-pu setl}enctive catching technique further improves the overall per-

te.chnlque Is to dgllver a'separat(.e V|deo' S.tream, upon €gftnance by combining proxy-assisted catching and controlled
client request. This technique, while providing minimal ser-

ice lat ; lient. is obvious| ¢ efficiont in t ulticast to account for diverse user access patterns. In addition,
vice fatency fo a client, Is obviously not efiicien !‘n 1ermS Of jike [9], our video streaming techniques can handle variable
server and network resource utilization. Clever “client-pull

. ; . size video objects, and is based on formal analysis of multicast
techniques such dmtching[1], [6] and patching5], [8], [15], scheduling policies. From this analysis, the design parameters

[16] have been proposed that take advantage of the underly be derived in a straightforward manner. As a result, our solu-

network multiqasting capabilities to reduce server and net\(vqri n can be optimized accordingly. In the following we describe
resource requirements. In the case of batchl_ng, th'_s rEdUCt'OQH proposed proxy-assisted video delivery architecture and in-
server and network resource requirements is achieved thro uce the necessary notation and terminology. The proxy-as-
m;reat\sedt? erV|cetIe}tency, zs It dfe lays eatrhefr retqhuests for at\)l'l fled catching and proxy-assisted selective catching techniques
object until a certain numoer of requests Tor the same o Je??e presented and studied in Sections Il and 1V, respectively.
arrive before the video object is scheduled to be delivere Fig. 1 shows a simple example of a proxy-assisted video de-
Hence, batching is less effective for “cold” video objects. Om/ery system. A central video server delivers video streams

the other ha_nd, patching,” which aIIows_muIt_lpIe clients t?rom avideo object repository to a large number of clients across
share a multicast channel whenever possible, is most effec[t

In this section we propose a proxy-assisted video delivery

. ducing th d network . ; \Pinter-network (e.g., the Internet). A number of proxy servers
In reducing the server and network resource requirements 1op strategically placed between the wide-area backbone net-

cold” video objects without introducing service latency. ',AWOI’k and the local access networks where clients reside. The

similar teghmque—.the Sp!'t and merge (SAM) prOtOCQI_'éentral server organizes the central server and network resources
proposed in [14] fointeractiveVOD systems, where a unlCaStr(::quired to deliver a video streaninto a data channel The

stream is scheduled on demand upon a client’s request. ; ; ; -
. . server uses a multicast channel to deliver a video strgetin
“Server-push” techniques [3], [4], [7], [L7]-[19] are typically__ .. : ; : .
. ) : . odicallyto a group of clients (this group of clients is referred to
designed for “hot” video objects. They employ a fixed number y group (this group

of multicast channels to periodically broadcast video objectstin this paper we use the termideo streanto denote a continuous flow or

to a group of subscribers. The difference between varioiggeam” of video data (belonging to a certain video object) delivered from the
erto a client or a group of clients. As will be clear later, a single video object

@ ” . . . Ser
server-push teChn'queS lies in the broadcast schemes u%%d/'be partitioned into segments and delivered using multiple video streams via
These broadcast schemes determine the server and networkei@ral delivery channels.
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Fig. 1. An overview of proxy-assisted video delivery architecture.

N

as amulticast group. In addition to the logical channels usecered from the proxy server by initiating a unicast channel. By
for delivering video streams (i.e., the data channels), we alstaging a small amount of video data at the proxy, we see that
assume that there acentrol channels to deliver signaling mes-proxy servers can effectively reduce the service latency experi-
sages to a client or a group of clients and vice versa for cosnced by the client without increasing the server network band-
trol purposes (e.g., which video object is requested by a clientidth requirement. In other words, the proxy-assisted video de-
which data channels a client should tune in to, when to stéistery architecture leverages the strategical location of the proxy
video play-back, etc.). The video server has a scheduler whiedrvers and their storage and processing capacity by appropri-
receives client requests for video objects via control channeddely distributing the responsibility of video delivery between
processes them and determines when and which video delivéry central video server and the proxy servers.
channels to deliver requested video objects to clients. Since thén our work, we assume that each client contains a disk and
bandwidth required by control channels is negligible compariragvideo display monitor. A client selects one or more network
to that required by data channels, we concern ourselves oohannels to receive a requested video object according to the
with the bandwidth required by the data channels throughdastructions from the server. The received video data are either
this paper. sent to the display monitor for immediate playback, or tem-
The proxy serverstage(i.e., pre-store) a fixed number of porarily stored on the disk which is retrieved and later played
initial frames of (some) video objects. When a client requedisick on the display monitor. Tlndient stoagespacds the max-
for a video object, it tunes to the central server to fetch its danum disk space required throughout the client playback period.
sired video data. However, to ensure near-instantaneous plagr ease of exposition, we assume that the client disk space is
back, the central server directs client to immediately fetch tisafficiently large to store at least half a vided@he client net-
initial frames of the video object that is staged at a proxy serweork bandwidthis the maximum client network bandwidth re-
that is “closest” to the cliert. These initial frames are deliv- quired to receive video data from the network throughout the

. , _ client playback period. We also assume that a client has the ca-
2The issue of how to locate the “closest” proxy server is outside the scope

of this paper. Such issue has been studied by a number of researchers, e.g., in

the context of replicated servers [20]. Other related issues such as proxy servéThis assumption is not essential, since our proposed schemes can be easily
placement, i.e., the number of proxy servers required and where to place thetended to a general case where clients have any given amount of disk storage
over the Internet are also important to the deployment of the proposed progpace, as we will point out in Section Ill. In all of our empirical studies, the
assisted video delivery architecture; likewise, they are beyond the scope of #nisount of client disk storage space used is actually only at most one third of a
paper. Some proposals can be found in, e.g., [21]-[23]. video object.
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pability of receiving video data from two channels at the same Video: A B C D
time2 d d . d 2d

Throu_ghout the paper, we assume tha‘F that ther&vavileo Server A A : A A A 5 A
objects in the central server object repository. The length of the  channel 1: _—
ith object,i = 1,2,..., N, is L; minutes long. The requests Server 5 o
for the ;th video object arrive according to a Poisson distribu-  cpannel 2: B B B B B B.
tion with an expected inter-arrival time ©f A;, where); is the Server P L o
request rate of videa. Given a client request for a video ob- . - 5. c . c Cc cCc c,Cc,
ject, theservice latencyexperienced by a client is the amount : I
of time that the client has to wait until he/she can start the play- ~ Server . D D D
back of the requested video object. A key issue in the design Chal?nel * R
of proxy-assisted video streaming techniques is how to effi- ~ Cl™ AT
ciently utilize server, proxy server and network resources (i.e., ~Proxy unicast stream: first tsecof A'
use the least number of video delivery channels necessary for receive:: Al
delivering a video object) while keeping the (expected) service receive: ‘%_B_LQI F
latency experienced by clients as small as possible. In the re- rece”el—D—l
mainder of this paper we will illustrate how this issue can be d"sf’lay{gA? B C D :
effectively addressed under our proposed proxy-assisted video = ——
delivery architecture by introducing two novel video streaming diskdata =~ N\ ‘4
techniques—the proxy-assisted catching and proxy-assisted se- : amv
lective catching techniques. Client 2: oSl '

proxy unicast stream: first s sEf_o‘ﬁf A
l1l. PROXY-ASSISTEDCATCHING receive: LA|

In this section, we present the proxy-assisted catching tech- receives {} BC D

nigue developed under our proposed video delivery architecture. : d.ianlay+ ﬁA;‘ YB ? C D
The basic scheme is described in Section IlI-A, and its opti- T T o e e
mality is analyzed in Section IlI-B. In Section IlI-Cwe compare disk data

the performance of the proxy-assisted catching technique with
that of a previously proposed “client-pull” video streaming tech-
nique, thecontrolled multicas{g].

time

. Fig. 2. lllustration of proxy-assisted catching.
A. The Basic Scheme

Although proxy-assisted video delivery techniques can B&ig four segments, A, B, C, and D, where A, B, and C are of
combined with any video multicast scheme, we illustrate thgy,a| length and D is twice as long. The server dedicates four
idea based on a specific periodic broadcasting scheme calgdnnels to broadcast the four segments separately. We assume
Greedy Disk-conserving Broadcast (GDB) [7] (see Appendixhat a proxy server stores segment A on its disk. Consider client
for a detailed description of GDB). We refer to the videq \ho arriveg seconds after the beginning of the current broad-
delivery technique illustrated here peoxy-assisted catching cast cycle of segment A. It joins the ongoing broadcast cycle of
Proxy-assisted catching achieves the resource efficiency s‘éfgment A to receive the remaining data of segment A. At the
periodic broadcast schemes while providing near instantanegugne time it initiates a unicast “catch-up channel” over which
service to clients. This technique synergetically combines thgs proxy delivers the firstseconds of video data of segment A
“server-push” and “client-pull” video delivery paradigms: likey client 1. This “catch-up” stream is played back immediately
periodic broadcast, proxy-assisted catching dedicates a ceri@inclient 1, while the broadcasted data of segment A is tem-
number of server channels for periodic broadcasting. But U”“b%rarily stored. At the end of the current broadcast cycle of seg-
periodic broadcast, it reduces the service latency by allowipgant A, client 1 starts receiving segment B by joining the next
clients to join an on-going broadcast cycle at any time insteggh,adcast cycle of segment B, while continuing the playback
of waiting for the next broadcast cycle. Clients catch up with segment A. At the end of the broadcast cycle of segment B,
the current broadcast cycle by retrieving the missing initigyient 1 starts receiving both segments C and D. By temporarily
frames (or a prefix) of the video object from a local proxytoring video data that does not need to be played back imme-
server via a separate unicast channel. Clients play back ifigtely, client 1 ensures the continuous playback of the video
prefix as it is received from the proxy, while at the same timgpject. The behavior of client 2 is similar. The only difference
temporarily storing the video data received from the broadcasinat, at the end of the broadcast cycle of segment B, client 2
channel into the disk. only needs to join the next broadcast cycle of segment C. As a

We illustrate how proxy-assisted catching works through @syit, client 2 needs to buffer at masseconds of video data
simple example. As shown in Fig. 2, a video object is partitioneg any time, whereas client 1 needs to buffer up-tal seconds

4with the advent of high-speed access technologies such as ADSL and caﬁerVideO data. Note that, in both cases, clients 1 and 2 receive
modems, this is not an unreasonable assumption. video data from at most two channels at any given time.
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From the above example, we see that we can use a functaygue, however, that our analytical approach presented here can
to partition the video into segments. The partition function rejpe easily generalized to any cost model. In this paper, we present
resents the relative length of each segment. See Appendix | émly the analysis that minimizes the total number of the server
the patrtition function used for GDB. The partition function foand proxy channels.
the proxy-assisted catching is derived directly from that usedFor simplicity of exposition, we will analyze the performance
in GDB. For example, given that the network bandwidth on thef proxy-assisted catching based on the partition funcfien)
client side is only sufficient to supporvo channels, the parti- defined in (1). Namely, we assume that the network bandwidth

tion function for catching is given by on the client side is only sufficient to support two channels at the
_ same time, and that clients have sufficient disk storage space to
L, ifn<3 buffer at least half of the length of a video object in question. At
2, ifn=4,5 the end of this section, we will briefly discuss how the analysis
fn) =475, ifn=6,7 (1) can be extended to more general cases.
12, ifn=2389 Consider video objectwhose length id.;. Given the parti-
5f(n—4), ifn>09. tion functionf(n), supposeX; server channels are dedicated to

. . . . ) broadcast video obje¢tand letF; denote the length of the first
We see thaf (n) is derived from/cps in Appendix I by adding 1,04 4cast segment of video objéctrhen from the definition
two initial segments whose length is the same as that of the figgt, o partition function, we have

segment offgpg. In other words,f(1) = f(2) = feps(l)

andf(n) = faps(n — 2) forn > 3. These two segments are K;

added to ensure that a client needs to join only one broadcast L; = F; Z f(n). (2)
channel while receiving the “catch-up” stream from the server. n=1

Note that no matter when a client arrives during a broadcast

cycle of the first segment, by the end of the broadcast cycle of tH9der the assumption that client requests for video object

second segment, the “catch-up” stream of the first segment madive according to Poisson distribution with an average_rate
have completely received and played back. Hence, after the gtig € €Xpecteciumber of proxy channels needed to deliver
of broadcast cycle of the second segment, a client only neeﬁ"é‘mh'up streams to clients is

to join the broadcast channels to receive the appropriate video \F

segments. The client schedule for determining which channels L2 :. )

to join and when to join is exactly the same as the one used in

GDB. The only difference is that, in proxy-assisted catching, This is because the expected length of the “catch-up” streams
a client always needs to fetch the fitsseconds of video datais F; /2. Hence, the totaéxpectechumber of channels required
from the proxy server via a unicast channel, ifit arrivaseconds for delivering video object to clients is

later than the beginning of an on-going broadcast cycle of the

first segment. K; + LAY (4)
i 9 -
B. Optimality of Proxy-Assisted Catching From (2), we see that the smaller the number of dedicated

Clearly, the ability of proxy-assisted catching to achieveerver channelds; is, the larger the first broadcast segment
near-instantaneous service lies in the fact that, besides fiebecomes. On the other hand, from (3), it is clear that the
dedicated broadcast channels, there are additional proxylangerF; results in more proxy channels are needed to deliver
central server channels that unicast “catch-up” prefix strearigsitch-up” streams to clients. Therefore, there is tradeoff be-
on-demand. Hence the performance of catching is determirteaen the number of server channels and the expected number
by the number of dedicated channels used by the server for péproxy channels required for catching up. In order to optimize
riodic broadcast as well as by the number of proxy’s “catch-up&source efficiency, we minimize the total expected number of
channels. The rest of this section is devoted to the analysischainnels required to deliver each video object. This leads to the
the optimalperformance of proxy-assisted catching for a videllowing optimization problem:
object with a known user access pattern.

Since the server and _ngtvyork bandwidth is the major bot- Minimize K; + Fidi
tleneck, our goal is to minimize the total number of channels 2K
that the server has to dedicate and needed by the proxy server. biect to L — F :
There is a trade-off however; the fewer channels the server ded- subject to- Li = Hi 21 F(n)-

icates for periodic broadcast, the longer the first video segment

must be and, therefore, the more “catch-up” channels and the et K be the solution to the above optimization problem.
more storage space are required by the proxy. Clearly, there\igmely, K * is the optimal number of server channels such that
a trade-off between the server and proxy resources. Since ghe total expected number of channels required for delivery of
storage space is less expensive comparing to disk or I/O baggteo object; is minimized, i.e.,

width, we take the total number of channels required by the
server and proxies combined as the optimization criteria. Ad-
mittedly, the server and proxy channels have different cost. We

®)

K, + F\
K = argmin <+—> .
K; 2
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Therefore, the expected number of channels required is Since we need to use at leda$tE[X ;] channels for thgth
Iy frame, we need at leasf (5 + 1/A) channels for framg. Sum-
K! + - s (6) ming all frames, we need at least
(>
(2 > f (j>> 1 1
j=1 > =~ log(AL
J 2 TG 2 g )

For the partition functiorf (») givenin (1)K can be derived . _ .
analytically, the detail of which is relegated to Appendix Il. Heréhannels for the whole video. Comparing with (8), we see that

we provide an order estimate f&f:. From (1), itis not too hard the number of channels required by proxy-assisted catching is
to verify thatZKil f(j) = O(5%/4). Substituting this into (6) within a constant factor from the minimum achievable by any
j=17 U

and taking the first-order derivative, we have broadcasting scheme. The constant factor depends on the op-
timal K} in (5), which in turn depends on the broadcasting
K} = O(log(\; L;)). (7) scheme used.

Furthermore, the total expected number of channels required @r Comparison With Proxy-Assisted Controlled Multicast
videos is In this section, we compare proxy-assisted catching with a
previously proposed video delivery techniquesntrolled mul-
ticast[8]. Controlled multicast is a “client-pull” technique that

since the expected number of proxy channels required [see @?cates channels at the request of clients, and is amenable
0 deployment in a proxy-assisted video delivery architecture.

O(log(AiLi)) (8)

LiX; —0(1) Here we briefly review the idea of controlled multicast. See [8]
K o for details. Controlled multicast only allows clients to share a
2 () multicast channel to receive a video streafren the later client
=1 requests for the same video object arrive within a certain time
with optimal K. from the first client requesODtherwise, a complete video trans-

Although the analysis in this section is carried out based gpSsion for the video object is scheduled using a new multicast
the assumptions that clients only have sufficient network barfelannel. In other words, for each video objga threshold/;
width to support two channels and that clients have sufficiefftdefined to control the frequency at which a complete stream
disk storage space to store half of a video object, these assuffp¢ideo’ is delivered. _ _
tions are not essential. We can easily extend our analysis to casd8 the proxy-assisted controlled multicast, proxies pre-store
where clients can support more than two channels by choosfh§ firstZ: frames of the video. When the first request for video
the appropriate partition functions [7]. Furthermore, since tiéiITives attime, the central server multicasts a complete video
amount of disk storage space required at clients equals to 8eam of videa. Any subsequent request for videcetrieves
size of the largest broadcast segment [7], we can restrict the gAg data from the same multicast stream so long as the request
tition function in such a manner that the largest broadcast s@jrives within; minutes from the starting time of the previous
ment size is always smaller than the available client disk storaI%\*:"“CaS.t (which is time in this case). The missing portion of
space (please refer to [7] to see how this can be done). the prefix (which is at mosf; frames of the videa) can be

We now proceed to prove that the total number of channdgirieved directly from a local proxy via a unicast channel. Oth-
required by proxy-assisted catching is close to the minimuffWise, the r_equest is served by |n|t|§1t|ng a new multicast trans-
achievable by any broadcast scheme that supplies near-insfai§sion of videa from the server. This process repeats forever.
taneous service. Formally, for a video of lengtrand whose The _expected tptal n_umbgr of channels required by controlled
request arrival is a Poisson process with arrival rateany Multicast to deliver videa is
broadcast scheme needs at ldag{A) channels to supply /0T Y 11
the instantaneous service. Consid(er )ﬁt)heframe of the video. 2Lidi+1-1 ©
First, we prove that we need at ledg{j + 1/)) channels for as given in [8]. It is clear that, foA; reasonably large, the
broadcasting framg. total expected number of channels required by proxy-assisted

Let random variableX; denote the time between two con-catching to deliver a video object is considerably less than that
secutivejth frame multicast. Here we use one frame time as otgquired by proxy-assisted controlled multicast. In other words,
time unit. We claim that/[X,] < j + 1/ for “hot” video objects, proxy-assisted catching is much more

Suppose framgis broadcast at time Any client that arrives efficient than proxy-assisted controlled multicast. To verify this
between timeg — j and¢ might be able to retrieve the sameobservation, let us consider an numerical example. In Fig. 3,
frame multicast at timeé. However, the first client that arriveswe plot the total expected number of channels required to de-
after timet could not. Lets denote the time that the first clientliver a 90-min-long video object under proxy-assisted catching
arrives after timg¢. Frame;j has to be broadcast once betweeand proxy-assisted controlled multicast, respectively, as the ar-
time ¢ and times + j to ensure the continuous playback of theival rate of client requests for the video object varies from 0.1
first client arriving after timef. Therefore X; < s+ j —t. to 0.9. We can see that proxy-assisted catching requires fewer
Since the arrival process is Poisson with ratave know that channels than proxy-assisted controlled multicast when the re-
E[s —t] = 1/X. Therefore E[X;] < j + 1/A. guest rate is greater than 0.4. When the request rate drops below
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total number of channels vs. arrival rate TABLE |
40 - PARAMETERS CHOSEN FOR THESIMULATION
Proxy-Assisted Controlled Multicast——
KRN mey’ASSiS)d):‘“Cﬁi“g T | Simulation Parameters Default Value
30 _— Number of Videos 100
/,/ Request Rate (requests/min) | 50
57 7 Video Length (minutes) 90

Total Number of Channels 700
Disk Size (minutes of data) | 30
R e Skew Factor 0.271

total number of channels
[\
S

available (i.e., at leadt) that can be dedicated to broadcast a
0 . : video object. The definition can be extended to the case where
this is not true by allocating server channels to only “hottest”
video objects among the “hot” video objects (say, based on user
Fig. 3. Total number of channels versus arrival rate. access patterns). For simplicity of exposition, we will not con-
sider this case.

0.4, proxy-assisted controlled multicast has better performance!n the remainder of this section, we conduct simulations
This is because for a “cold” video, client requests for the viddg demonstrate that using this simple policy for classifying

object do not come frequently enough to take advantage of paot" and “cold” video objects, the proxy-assisted selective
riodic broadcast. catching technique can achieve superior performance over

proxy-assisted catching and proxy-assisted controlled multicast
alone. We further show that proxy-assisted selective catching

. . _can significantly reduce the server bandwidth requirement.
In Section Ill, we developed the proxy-assisted catching

video delivery technique and showed that it is most effectiy¢ simulation Setting

for “hot” video objects. For “cold” video objects, proxy-as- | imulati hat cli .
sisted controlled multicast is more efficient. In this section, n our simulations, we assume that client requests arrive at

we design a new video streaming technique, referred to 3y ideo ?;\rv_er a::ri:ordlng to a It30|sspn Idt!St”bl;J tlton with an av-
proxy-assisted selective catchjrigat combines proxy-assistede rage rate\ (i.e., the average interarrival time between consec-

catching and controlled multicast to account for diverse us%?ve requests i8 /). For a given request, the probability dis-

access patterns of video objects. The proxy-assisted selecg\'}%u“on of video selection obeys a Zipf-like distribution [10]:

catching broadcasts “hot” videos using the proxy-assist ce{acollt_ectiqn'ofN video objec_ts, the probabjljty of selecting

catching technique, while it delivers “cold” videos using thiideo Ot’,lle‘;t’" i=L2... N,isk = g/} ;- 9;, where

proxy-assisted controlled multicast technique. In Section Iv-Ai = 1/i° . Hered denotes the skew factor in video access

we provide a formal definition of “hot” and “cold” videos. ThePatterns. In our simulations, we uge= 0.271. This value of

rest of this section is devoted to the performance evaluationfs known to closely match the video popularity distributions

the proxy-assisted selective catching technique under vari@Rgerved by video rental stores [2].

performance metrics. Unless noted otherwise, the workload and system parameters
chosen for our simulations are listed in Table I. Each run of our

A. Classification of “Hot” and “Cold” Videos simulations simulates 150 hours of client requests. In our sim-

The key issue in the design of proxy-assisted selectigatlons’ the server dedicates a fixed numgef) of broad-
f

arrival rate

IV. PROXY-ASSISTEDSELECTIVE CATCHING

tching is to determi hen t | tchi d wh 3sting channels for each “hot” video objects. The remaining
cacl N9 I? CI)I de errlr:.me \,:V Ten ?jdappyt(r:]a ching and When (8 - nnels are used for broadcasting complete video streams for
apply controfied-mutticast. 10 -address tis 1ssue, we pr.es%%tntrolled multicast. These channels are scheduled on an on-de-
a _S|mple and stralghtforward criterion for_ cla55|f_y|ng_ V'de?n nd basis, and requests for these channels are served in First-
objects ba;ed on their access pattems. A video object s con (g'me-First—Serve order. In the next two subsections, we demon-
ered hOt .'f th? expecte_d toFaI number of channel; requireGate through an empirical study that the proposed proxy-as-
to deliver it using catching is less than that required using

trolled multicast. Otherwise. the vid biect | id (#sted selective catching can drastically reduce the total number
i:on r:) ed mutticast. ETWISE, the video object IS COTS' ?r% channels required and the number of channels required on
cold” . More specifically, a video objectis considered “hot

. . the server alone. Furthermore, the expected service latency of
if and only if . S .
clients can be significantly improved.

We first compare the proxy-assisted catching, controlled
multicast and selective catching in terms of the total number
where K is defined in (5). of channels required. We assume that we have sufficient proxy

This definition of “hot” and “cold” video objects is based orresources to store prefixes for all videos. Specifically, we
the assumption that there are always sufficient server chanredsume that each proxy server has 40GBytes of storage space

. LiA;
Ki+ K > V2Lidi+1-1 (10)  ¢. Total Number of Channels
()

j=1
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waiting time vs. total number of channels waiting time vs. arrival rate
1.2 'Proxy—Assislcd Controlled Multicast 12 Proxy-Assisted Controlled Multicast
A i Proxy-Assisted Catching - 2 Proxy-Assisted Catching ="
5 IS Proxy-Assisted Selective Catching 5 17 Proxy-Assisted Selective Catching /';//
s ' =] e
s E ’
g 0.8 | F 0.8
@ 06 g 06
Z 047 Z 04
2 3
Q Q
8 02t a 02
> >
e LA I
0 e el n _ E— 0 Commll - ey " n 1 1 L
600 650 700 750 800 850 900 950 1000 40 45 50 55 60 65 70 75 80
total number of channels arrival rate (requests/sec)
Fig. 4. Expected waiting time versus number of server channels. Fig. 5. Expected waiting time vs. arrival rate.
These assumptions are not unreasonable with current trend i» ,
. . . total number of channels vs arrival rate
disk storage technologies. Fig. 4 compares the expected serv 1300
latency experienced by clients under proxy-assisted controll¢ PrOXY-AssiS}gfgxs?X‘Sf;gti%“él:llghci?fgl 7777777777777
multicast, proxy-assisted catching and proxy-assisted selecti , 1200 | Proxy-Assisted Selective Catchin =
catching, as the total number of channels varies from 600 2 o —
1000. The average arrival raieof client requests is fixed at 50 <
requests per minute. From the figure, we see that proxy-assisiz '
catching performs worse than proxy-assisted controlled muhé 900 _ 1
cast when the number of total channels is small. This is becau & I
. . X . = 800 P
proxy-assisted catching dedicates a fixed number of broadc: £ e
channels for each video objects no matter whether it is “hot 700 [ e
or “cold”. Hence when the total number of channels is small 600 . .
there are not sufficient channels left for delivering “catch-up’ 40 50 60 70 80 90 100
streams. As a result, clients may experience large servi._ arrival rate

latency. But as the number of channels increases, this problgim
becomes less severe. In these cases, proxy-assisted catching fias
significantly better performance than proxy-assisted controlled
multicast. Proxy-assisted selective catching, however, attagesvice latency even when the request arrival rate is 50 requests
the best performance among the three in all cases. In particufgr minute, while proxy-assisted catching can provide a zero
we observe that with 710 or more channels, proxy-assistexipected service latency only when the request arrival rate is
selective catching achievero expected service latency. To40 requests per minute.
obtain the same result, proxy-assisted controlled multicastFig. 6 compares the total expected number of channels
requires at least 900 channels. required for proxy-assisted controlled multicast, proxy-assisted
Fig. 5 shows the effect of the arrival rate on the expectedtching and proxy-assisted selective catching as a function of
service latency for proxy-assisted controlled multicasthe request arrival rate. In this simulation, we vary the request
proxy-assisted catching and proxy-assisted selective catchiagival rate from 40 to 100 requests per minute. The results
In this simulation, the request arrival rate varies from 40 tshow that proxy-assisted selective catching requires at least 150
80 requests per minute, and the total number of channelsmnnels fewer than that required by proxy-assisted controlled
is fixed at 700. From the figure we see that in most casesyulticast, while proxy-assisted catching requires at least 100
proxy-assisted catching and proxy-assisted selective catchieger channels. As the request arrival rate increases, more video
outperform controlled multicast. In particular, as the arrival ratabjects become “hot.” As a result, the difference between the
increases from 40 to 80, the benefit of proxy-assisted catchittgal number of channels required by proxy-assisted selective
and proxy-assisted selective catching becomes significant. @&tching (or proxy-assisted catching) and proxy-assisted con-
the arrival rate increases further, we expect that proxy-assisteslled multicast is further widened. In general, proxy-assisted
catching and proxy-assisted selective catching has the sasekctive catching requires few channels than proxy-assisted
performance since all videos become hot. However, we datching, and the difference between them diminishes as the
not expect the VOD system to perform in the region whemequest arrival rate increases. As the request arrival rate reaches
the arrival rate is greater than 80 when the number of senaose to 100, the expected total number of channels required
channels is 700, since the service latency is unacceptably high proxy-assisted catching approaches to that required by
and our optimization criteria is based on the assumption thabxy-assisted selective catching. This is because as all videos
the expected service latency is close to zero. Also note thcome “hot” proxy-assisted selective catching coincides with
proxy-assisted selective catching can provide a zero expecpedxy-assisted catching.

Expected total number of channels versus arrival rate.
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waiting time vs. server channels waiting time vs. server channels
8 : - 4
Proxy-Assisted Selective Catching 8 Selective Catching with 16GByte Proxy ———
7 7 Selective Catching without Proxy Assistance 7 71 Selective Catching with 15GByte Proxy -
5 g Selective Catching with 10GByte Proxy -
£ 6 E 6t Selective Catching with 5GByte Proxy
Z 2 Selective Catching without Proxy Assistance --------
L 5 5] 5t
£ R
z 4 ERRN
; 3 § 3t
b =]
22 £ o2
g 3
X 1 (=%
© . G . _
0 ML " 0 ey . . I e .
450 500 550 600 650 700 750 450 500 550 600 650 700
number of server channels number of server channels
Fig. 7. Expected waiting time versus total number of server channels. Fig. 9. Expected waiting time versus number of server channels.
number of server channels vs. arrrval rate the proxy server has limited amount of the storage space. Con-
K%} 900 Selective Catching without Proxy Assistance —— Sequen“y, \_Ne 0n|y Stage_ the preflxes of the mOSt pOPUIar (I.e.,
g 200 | Proxy-Assisted Selective Catctiing — “hottest”) videos for a given storage constraint. In Fig. 9 we
£ o show the performance of proxy-assisted selective catching as
§ 700 — the amount of storage space at the proxy server varies among 5,
2 10, 15, and 16 GBytes. The expected service latency of proxy-
o 000 assisted selective catching under these proxy storage constraints
g 500 as well as that of selective catching without proxy-assistance are
i plotted. Comparing with the performance of proxy-assisted se-
g 400} lective catching, we see that with relative small amount (e.g.,
5 5 GBytes) of proxy storage space, there still is a significant
300 0 5‘0 6'0 2 8'0 9'0 100 eduction in the expected service latency using proxy-assisted
. selective catching. Hence, the advantage of proxy-assisted se-
arrival rate i . o X N -
lective catching does not critically hinge on the availability of
Fig. 8. Expected number of server channels versus arrival rate. proxy storage space.
D. Number of Server Channels V. CONCLUSION

We now demonstrate the efficacy of proxy-assisted selectiveln this paper, we have presented a novel and efficient
catching scheme in reducing the number of server channelspesxy-assisted video delivery architecture that employs a
quired. We first assume that we have sufficient proxy resourcesntral-server-based periodic broadcast scheme to efficiently
to store prefixes for all videos. Specifically, we assume that eagtilize central server and network resources, while in the same
proxy server has 40GBytes of storage space and a disk I/O batitke exploiting proxy servers to significantly reduce service
width of 88 Mb/s. These assumptions are not unreasonable wakency experienced by clients. Under the proposed proxy-as-
current trend in disk storage and LAN access technologies. sisted video delivery architecture, we have developed two novel

Fig. 7 compares the expected service latency of selectivideo streaming techniques—proxy-assisted catching and
catching without proxy assistance and proxy-assisted selectprexy-assisted selective catching. By staging at proxy servers
catching, as the number of channels available at the centta initial streams (i.e., prefixes) of a certain number of video
server increases. We see that that proxy-assisted selectibgects, the proxy-assisted catching technique retains the re-
catching can provide an expected service latency close tedurce efficiency of the periodic-broadcast-based “server-push”
with only 460 server channels. Whereas, to provide the sasghemes, while in the same providing near-instantaneous ser-
service, selective catching without proxy assistance needs ¥k to a large number of clients. This technique is particularly
channels. We see that proxy-assisted selective catching yiedffective for “hot” (i.e., frequently accessed) video objects.
a 36% saving in the number of channels required at the cenfféle proxy-assisted selective catching technique combines the
server. Fig. 8 plots the expected number of channels requirg@xy-assisted catching technique for delivery of “hot” video
at the central server as a function of the request arrival rate. \blgects with the proxy-assisted controlled multicast technique
see that proxy-assisted selective catching achieves significtomt delivery “cold” video objects to account for the diverse
reduction in the number of central server channel requiremeftieo access patterns. We presented a simple criterion for
in all the range of the request arrival rates. classifying video objects into “hot” and “cold” sets. Through

In the next set of simulations, we study the resource tradesfiulations we demonstrated that the proposed proxy-assisted
between the central server and the proxy server. We assume $ieddctive catching can achieve superior performance over
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IEIE IR I L cast schemes is to determine how to partition video objects
A B C D I into segments so as to enable continuous playback at clients. A

Video: a2 Z;d B 5.1 T method for partitioning video objects is referred to gsaati-
AAA‘%A?\NAANAAWAE‘A‘WA‘AAA tion function which determines the performance of a periodic
Channel 1: [ B B S T

broadcast scheme. Giveli; dedicated multicast channels, a
partition functionf (n) divides a video object int&’; segments,
17,1s,...,Tk,, as follows. Fom = 1,2, ..., K;, segment/;,
containsf(n)L;/ ijzl f(m) minutes of video data, and its
data starts at tthn_:ll f(m)L;/ Zf,‘;:l f(m)th minute of the
video and ends at thg." _, f(m)L;/ S5, f(m) th minute

of the video. In [7], a set of constraints on partition functions
are derived based on resource availability at the client side. In
particular, GDB is shown to be most efficient among all the
existing schemes, given the same client resource constraints.
For example, if the network bandwidth at the client side is only
sufficient to support two channels (i.e., receiving from two
channels simultaneously), the optimal partition functjt{m)
used in GDB has the following form:

Channel 2:

Channel 3:

Channel 4:

Client 1:

isplay : i @
..

Client 2: R R 1, ifn=1

Cdjsplay : o

AB.Cc D 2’ !fn_Z,ir;

save i oiofoioioid feps(n) = ¢ 5, if n=4,5 (1D
HRCy 12, ifn=6,7

5f(n—4), ifn>T.

e,
?di;kaaéa ERE§ Given this partition function, it can be shown that the disk
oy storage requirement at the client is equal feps(K;) — 1)

.E i B ; times the first segment size for a video object.

time APPENDIX Il
DETERMINING THE OPTIMAL NUMBER OF
Fig. 10. Example of periodic broadcast scheme. DEDICATED CHANNELS

In this Appendix, we describe how to determine the optimal
existing techniques in terms of both server/network resournember of dedicated broadcast channels,k&.defined in (5).

requirements and service latency. To proceed, we definé(n) = > I, f(n). It is not hard to
verify that
APPENDIX | (1 ifn—1
GDB: AN EFFICIENT PERIODIC BROADCAST 2: it n—9
Greedy Disk-conserving Broadcast (GDB) [7] is a 3, ifn =3
“server-push” video delivery technique based on the in- 5, ifn=4
novative periodic broadcast schemes developed recently [1], h(n) = 7, ifn=>5
[3], [4]. Under these schemes, a video object is partitioned into 5n=6)/4 % 2L ifn > 5,nmod 4 =2
segments and each segment is periodically broadcasted via a 5(n=7)/4 %7 if n> 5,1 mod4=3
ded_lcated_ channel. The sizes of Fhese segments are c_arefully 5(n—8)/4 S ifn>5nmodd=0
designed in such a manner that clients who wish to receive the F(n—9)/4 , 85 i - _
5 * if n >5,nmod4=1.

video object can join the appropriate channels to receive various \ 2-1.57

segments ascheduledtimes to ensure continuous playbackote that, forj = 0,1,2, 3, 1/h(4k + j + 2) is convex ink,
of the video object. Fig. 10 illustrates how the schemes Wofk> . Therefore, there existsta> 0 such tha + (4k + §) +
through a simple example. A video is partitioned into fOUL,L-/h(2 + (4k + 7)) is minimized. Letk* denote this value of
segments: A, B, C, D. Each segment is broadcast periodicaélyThenK: €1,2,3,4,5,4k% + 2, 4k? _,f 3,4k% + 4,4k% + 5.
via a dedicated channel. Clients prefetch video data aCCOfdeterminingK;“ is thus quite straightforward sinde, j =

to a schedule that ensures the continuous playback. Further: o 3 can be easily derived from the convexitylgfh (4k +
more, clients are guaranteed a maximum service latendy of, | 2).

minutes with only four dedicated channels, where periodica[(y
broadcasting the video stream evéminutes would require 11
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