High Performance Architectures for OMP Compressive Sensing Reconstruction Algorithm
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*Compressive Sensing (CS) has emerged as a novel technigue which enables ) v .. PRI R T  IT TS TE POR N ihiesholdlo)
reconstruction of sparse signals sampled at sub-Nyquist rates. W - i i i _
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*For FPGA and ASIC implementation, a novel thresholding method is used to reduce '
the processing time for the optimization problem by at least 25%. Whereas, for the FPGA Implementation Summary For OMP Reconstruction Hardware On Virtex-5

custom many-core platform, efficient parallelization techniques are applied, to
reconstruct signals with variant signal lengths of N and sparsity of m.
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FPGA, requires 27.14 ps to reconstruct the signal using basic OMP. Whereas, with Sparsity Analysis (A) 256x256 Original Image, (B) and (C) Reconstructed images with o Custom Many-Core Platform,
thresholding method it requires 18 pis. sparsity values of 8 and 32. Least Square Minimization 19366 16.41 Operating At 1.18GHz
*ASIC implementation reconstructs the signal in 13 ps. Our custom many-core, 15002 Total 21576 18.28
operating at 1.18 GHz, takes 18.28 us to complete. 140. @ Accuracy (%) | | Lo =
*Our results show that compared to the previous published work of the same algorithm R &Hardware Complexity (LUT/FF Count) ’ 4603 *First kernel is implemented in parallel and
and matrix size, proposed architectures for FPGA and ASIC implementations perform 120 - vinelined by using tree multipliers
1.3x and 1.8x respectively faster. Also, the proposed many-core implementation S 14401 Lo : .
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oApp||Cat|onS : MRL Radar |mag|ng (|SAR and TWR) _____________________________________ __________________________________________ ___________________________________________ __________________________________________ _______________________________________ _1320_cetj Comp|exity with memory architecture. Since’
Though the CS has several advantages, reconstruction of CS is very complex and 11 12 13 14 15 16 14300 our many-core has limited data memory (128
computational intensive. | | T No. of Input B'tsj words each core) and matrix cannot be
*OMP is partitioned into three main kernels: Dot product, sort and least square (which Fixed Point Optimizations : Hardware complexity and accuracy of OMP CS stored entirely on-chip, we take advantage of
involves matrix inversion). Reconstruction algorithm. Proposed Many-Core Mapping of OMP parallelism, blocked algorithms are used for

Sampled Data (Y) Random Array Matrix (A) algorithm on the custom many-core Implementing matrix inversion.
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Proposed FPGA and ASIC architecture diagram of OMP reconstruction algorithm. CUBLAS(GPU)[9] 128 - - 37.5ms
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OMP Reconstruction Algorithm .
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