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Part 1



Problem

* Discover in near real time suspicious behavior in
IP traffic collected from geographically distributed
sites.

* Important for a variety of problems, including
protecting cyberinfrastructure.



What Does Suspicious Mean?

« Even if a data mining application costs
$100M, there are still only a finite number of
analysts who look at alerts.

e Suspicious = high score = analyst looks at it.
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Success Story in Distributed
Data Mining: Version 1
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Why does this work?

Probably because, of the
unreasonable effectiveness of
ensembles in data mining.

Cf. Eugene Wigner, The Unreasonable Effectiveness of
Mathematics in the Natural Sciences, Comm. Pure
Applied Math., 1960.



Success Story in Distributed
Data Mining: VerS|on 2
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Why does this work?
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Because after ten
years of
research and
development,
we can finally
transport large
data sets over
high
performance
networks.
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Distributed data mining requires
the proper infrastructure.
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Four Questions
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ne wrong problem?
ne wrong algorithm?

ne wrong architecture?

Ny aren’'t more systems like this

eployed in the field?



Part 2 - What is a
Better Problem?



For many problems, we have
very few exemplars.
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For many problems it critical to
identify something new,
Interesting and relevant. We
call this emergent behavior.



Better Problem

Find algorithms that discover new
types of emergent behavior
from unlabeled data.



Part 3. Whatis a
Better Algorithm?



Any algorithm that doesn't
require very much labeled data
(and isn’t biased toward the
existing exemplars).



From Packets to
Features to Clusters

Compute features from Profile Space
windows of packets
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What is Emergent Behavior?

* No agreed to definition

« Qur working definition - new unusual behavior we
haven’t seem before as indicated by emergence of

new clusters after a period of stability.
Emergent cluster
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Clusters are stable for a period ... Then new cluster emerges



ldentifying Emergent Clusters

Location 1

cluster cluster cluster
model model model

Location k

cluster cluster cluster
model model model

« Think of this as an algorithm to do “meta-
analysis” of 50,000+ cluster models to identify
emergent clusters.



Part 4: What i1s a Better
Architecture?



Key Question - What
Resource is Scarce?

» Scarce processors wait for data Supercomputer
— assume that cycles precious ggg;‘l’)r Model
— wait for an opening in the queue

— scatter the data to the processors Grid/Data Grid
— and gather the results (distributed)

* Persistent data wait for queries
— assume data is precious
— persistent data waits for queries

— computation done locally Data Cloud
— results returned (distributed)

Data Center
Model (local)



Supercomputer Center Model

or

Data Center Model?



Angle Architecture: Part 1 -
Data Cloud
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Angle Architecture: Part 2 -
Grid
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Part 5: What is Required for
Deployment?



Deployment Requires

A data cloud infrastructure with distributed
clusters and high performance networks.

Software (Sector and UDT to manage the
data)

Angle data sets properly anonymized
New concepts (emergent)

New algorithms (algorithms to identify stable
clusters)

New visualization techniques for visualizing
large collections of cluster models.

Workflow algorithms for alerting and
collaboration.



Without all this, the system
cannot be used.



Part 6

What Are We Leaving to the
Community?

A terabyte (and growing) of data for the
community.

Tools for building data clouds to support data
mining and distributed data mining.

Some algorithms for identifying emergent
clusters.

Some papers.
An invitation to join the project.



Please Join Us at SCO07
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* Angle is one of two semi-finalists in the
HPC Analytics Challenge at SC 07.



Thank you.

Some papers at
Www.rgrossman.com



