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1 Introduction

In the last two decades, machine learning research and
practice has focused on batch learning usually with small
datasets. In batch learning, the whole training data is avail-
able to the algorithm, that outputs a decision model after
processing the data eventually (or most of the times) mul-
tiple times. The rationale behind this practice is that ex-
amples are generated at random accordingly to some sta-
tionary probability distribution. Most learners use a greedy,
hill-climbing search in the space of models.

The development of information and communication
technologies dramatically change the data collection and
processing methods. Advances in miniaturization and sen-
sor technology lead to sensor networks, collecting detailed
spatio-temporal data about the environment.

An illustrative application is the problem of mining data
produced by sensors distributed all around electrical-power
distribution networks. These sensors produce streams of
data at high-speed. From a data mining perspective, this
problem is characterized by a large number of variables
(sensors), producing a continuous flow of data, in a dynamic
non-stationary environment. Companies analyze these data
streams and make decisions for several problems. Compa-
nies are interested in identify critical points in load evolu-
tion, e.g. picks on the demand. These aspects are related
to anomaly detection, extreme values, failures, outliers, and
abnormal activities detection. Other problem is related to
change detection in the behavior (correlation) of sensors.
Cluster analysis can be used for the identification of groups
of high-correlated sensors, corresponding to common be-
haviors or profiles (e.g. Urban, Rural, Industrial, etc.). De-
cisions to buy or sell energy are based on the predictions on
the value measured by each sensor for different time hori-
zons. All these problems illustrates some of the require-
ments and objectives usually inherent to ubiquitous com-
puting. Sensors produce a continuous flow of data, are lim-
ited in resources such as memory and computational power,
and communication between them is easily narrowed due

to distance and hardware limitations. Moreover, given the
limited resources and fast production of data, information
must be processed in real-time, creating a scenario of multi-
dimensional streaming analysis.

In this article we discuss the issues and challenges on
learning from data streams. We discuss limitations of cur-
rent learning systems and point out possible research lines
for next generation data mining systems. How to learn from
these distributed continuous streaming data? Which are the
main characteristics of a learning algorithm acting in sen-
sor networks? What are the relevant issues, challenges, and
research opportunities?

2 Machine Learning and Data Streams

What distinguishes current data sets from earlier ones are
the continuous flow of data and the automatic data feeds.
We do not just have people who are entering information
into a computer. Instead, we have computers entering data
into each other (Muthukrishnan, 2005). Nowadays there are
applications in which the data is modeled best not as per-
sistent tables but rather as transient data streams. In some
applications it is not feasible to load the arriving data into
a traditional DataBase Management Systems (DBMS), and
traditional DBMS are not designed to directly support the
continuous queries required in these applications (Babcock
et al., 2002).

2.1 Streaming Algorithms

In the streaming model (Muthukrishnan, 2005) the in-
put elements a1, a2, . . . , aj , . . . arrive sequentially, item by
item and describe an underlying function A. From the view
point of a data streams management system, several re-
search issues emerge. One relevant issue is approximate
query processing techniques to evaluate continuous queries
that require unbounded amount of memory. Sampling has
been used to handle situations where the flow rate of the



input stream is faster than the query processor. Another rel-
evant issue is the definition of the semantics (and implemen-
tation) of blocking operators (operators that only return an
output tuple after processing all input tuples, like aggrega-
tion and sorting) in the presence of unending streams.

Algorithms that process data streams deliver approxi-
mate solutions, providing a fast answer using few memory
resources. They relax the requirement of an exact answer
to an approximate answer within a small error range with
high probability. In general, as the range of the error de-
creases the space of computational resources goes up. In
some applications, mostly database oriented, an approxi-
mate answer should be within an admissible error margin.
Data Streams Management Systems developed a set of tech-
niques that store compact stream summaries enough to ap-
proximately solve queries. All these approaches require
a trade-off between accuracy and the amount of memory
used to store the summaries, with an additional constrain
of small time to process data items (Muthukrishnan, 2005).
The most common problems end up to compute quantiles,
frequent item sets, and to store frequent counts along with
error bounds on their true frequency. The techniques devel-
oped in data streams management systems can provide tools
for designing machine learning algorithms in very high di-
mensions both in the number of examples and in the cardi-
nality of the variables. On the other hand, machine learning
provides compact descriptions of the data than can be useful
for answering queries in DSMS.

2.2 Algorithm Issues: Online, Anytime and Real-
time Learning

The challenge problem for data mining is the ability to
permanently maintain an accurate decision model. This is-
sue requires learning algorithms that can modify the current
model whenever new data is available at the rate of data ar-
rival. Moreover, they should forget older information when
data is out-dated. In this context, the assumption that ex-
amples are generated at random according to a stationary
probability distribution does not hold, at least in complex
systems and for large periods of time. In the presence of a
non-stationary distribution, the learning system must incor-
porate some form of forgetting past and outdated informa-
tion. Learning from data streams require incremental learn-
ing algorithms that take into account concept drift. Solu-
tions to these problems require new sampling and random-
ization techniques, and new approximate, incremental and
decremental algorithms. Hulten and Domingos (2001) iden-
tify desirable properties of learning systems that are able to
mine continuous, high-volume, open-ended data streams as
they arrive. Learning systems should be able to process ex-
amples and answering queries at the rate they arrive. Some
desirable properties for learning in data streams include: in-

crementality, online learning, constant time to process each
example, single scan over the training set, and taking drift
into account.

2.2.1 Incremental and Decremental issues

Incremental learning is one fundamental aspect for the pro-
cess of continuously adaptation of the decision model. The
ability to update the decision model whenever new infor-
mation is available is an important property, but it is not
enough. Another required operator is the ability to forget
past information (Kifer et al., 2004). Some data stream
models allow delete and update operators. Sliding windows
models require forgetting old information. In all these sit-
uations the incremental property is not enough. Learning
algorithms need forgetting operators that reverse learning:
decremental unlearning (Cauwenberghs and Poggio, 2000).

2.2.2 Cost-Performance Management

The incremental and decremental issues requires a perma-
nent maintenance and updating of the decision model as
new data is available. Of course, there is a trade-off be-
tween the cost of update and the gain in performance we
may obtain. Learning algorithms exhibit different profiles.
Algorithms with strong variance management are quite ef-
ficient for small training sets. Very simple models, using
few free-parameters, can be quite efficient in variance man-
agement, and effective in incremental and decremental op-
erations (for example naive Bayes) being a natural choice
in the sliding windows framework. The main problem with
simple representation languages is the boundary in gener-
alization performance they can achieve, since they are lim-
ited by high bias. Large volumes of data require efficient
bias management. Complex tasks requiring more complex
models increase the search space and the cost for structural
updating. These models, require efficient control strategies
for the trade-off between the gain in performance and the
cost of updating.

2.3 Monitoring Learning

When data flows over time, and at least for large peri-
ods of time, it is highly unprovable the assumption that the
examples are generated at random according to a station-
ary probability distribution. At least in complex systems
and for large time periods, we should expect changes in the
distribution of the examples. A natural approach for these
incremental tasks are adaptive learning algorithms, incre-
mental learning algorithms that take into account concept
drift.



2.3.1 Concept Drift

Concept Drift means that the concept related to the data be-
ing collected may shift from time to time, each time after
some minimum permanence. Changes occur over time. The
evidence for changes in a concept are reflected in some way
in the training examples. Old observations, that reflect the
past behavior of the nature, become irrelevant to the current
state of the phenomena under observation and the learning
agent must forget that information.

The nature of change is diverse. Changes may occur in
the context of learning, due to changes in hidden variables,
or in the characteristic properties of the observed variables.

2.3.2 Methods and Algorithms for Change Detection

Most learning algorithms use blind methods that adapt
the decision model at regular intervals without considering
whether changes have really occurred. Much more interest-
ing is explicit change detection mechanisms. The advantage
is that they can provide meaningful description (indicating
change-points or small time-windows where the change oc-
curs) and quantification of the changes. They may follow
two different approaches:

1. Monitoring the evolution of performance indicators
adapting techniques used in Statistical Process Con-
trol.

2. Monitoring distributions on two different time win-
dows.

The main research issue is how to incorporate change de-
tection mechanisms in the learning algorithm. Embedding
change detection methods in the learning algorithm is a re-
quirement in the context of continuous flow of data. The
level of granularity of decision models is a relevant prop-
erty, because if can allow partial, fast and efficient updates
in the decision model instead of rebuilding a complete new
model whenever a change is detected. The ability to recog-
nize seasonal and re-occurring patterns is an open issue.

2.4 Novelty Detection

Novelty detection refers to learning algorithms being
able to identify and learn new concepts. Intelligent agents
that act in dynamic environments must be able to learn con-
ceptual representations of such environments. Those con-
ceptual descriptions of the world are always incomplete.
They correspond to what it is known about the world. This
is the open world assumption as opposed to the traditional
closed world assumption, where what is to be learnt is de-
fined in advance. In open worlds, learning systems should
be able to extend their representation by learning new con-
cepts from the observations that do not match the current

representation of the world. This is a difficult task. It re-
quires to identify the unknown, that is, the limits of the cur-
rent model. In that sense, the unknown corresponds to an
emerging pattern that is different from noise, or drift in pre-
viously known concepts.

2.5 Algorithm Issues in Learning from Data
Streams

Streaming data and domains offer a nice opportunity for
a symbiosis between Streaming Data Management Systems
and Machine Learning. The techniques developed to esti-
mate synopsis and sketches require counts over very high
dimensions both in the number of examples and in the do-
main of the variables. The techniques developed in data
streams management systems can provide tools for design-
ing Machine Learning algorithms in these domains. On the
other hand, Machine Learning provides compact descrip-
tions of the data than can be useful for answering queries in
DSMS.

Incremental Learning and Forgetting. In most applica-
tions, we are interested in maintaining a decision model
consistent with the current status of the nature. This lead
us to the sliding window models where data is continuously
inserted and deleted from a window. Learning algorithms
must have operators for incremental learning and forgetting.
Incremental learning and forgetting are well defined in the
context of predictive learning. The meaning or the seman-
tics in other learning paradigms (like clustering) are not so
well understood, very few works address this issue.

Change Detection. Concept drift in the predictive clas-
sification setting is a well studied topic. In other learning
scenarios, like clustering, very few works address the prob-
lem. The main research issue is how to incorporate change
detection mechanisms in the learning algorithm for differ-
ent paradigms.

Feature Selection and Pre-processing. Selection of rele-
vant and informative features, discretization, noise and rare
events detection are common tasks in Machine Learning
and Data Mining. They are used in a one-shot process. In
the streaming context the semantics of these tasks changes
drastically. Consider the feature selection problem. In
streaming data the concept of irrelevant or redundant fea-
tures are now restricted to a certain period of time. Features
previously considered irrelevant may become relevant, and
vice-versa to reflect the dynamics of the process generating
data. While in standard data mining, an irrelevant feature
could be ignored forever, in the streaming setting we need
still monitor the evolution of those features. Recent work



based on the fractal dimension (Barbara and Chen, 2000)
could point interesting directions for research.

Evolving Feature Spaces. In the static case, similar data
can be described with different schemata. In the case of dy-
namic streams, the schema of the stream can also change.
We need algorithms that can deal with evolving feature
spaces over streams. There is very little work in this area,
mainly pertaining to document streams. For example, in
sensor networks, the number of sensors is variable (usually
increasing) over time.

Evaluation Methods and Metrics. An important aspect
of any learning algorithm is the hypothesis evaluation cri-
teria. Most of evaluation methods and metrics were de-
signed for the static case and provide a single measurement
about the quality of the hypothesis. In the streaming con-
text, we are much more interested in how the evaluation
metric evolves over time. Results from the sequential statis-
tics (Wald, 1947) may be much more appropriate.

There is a fundamental difference between learning from
small datasets and large datasets. As pointed-out by some
researchers (Brain and Webb, 2002), current learning algo-
rithms emphasize variance reduction. However, learning
from large datasets may be more effective when using al-
gorithms that place greater emphasis on bias management.

3 Emerging Challenges and Future Issues

Simple objects that surround us are changing from static,
inanimate objects into adaptive, reactive systems with the
potential to become more and more useful and efficient.
Smart things associated with all sort of networks offers
new unknown possibilities for the development and self-
organization of communities of intelligent communicating
appliances. The dynamic characteristics of data flowing
over time requires adaptive algorithms. While the lan-
guages used to represent generalizations from examples are
well understood, next generation data mining algorithms
should care, at least, about the cost-performance manage-
ment; the limitations in working in an open-world that im-
plies limitations in the knowledge about the learning goals
and the limitations in all aspects of computational resources.
All these aspects requires monitoring the evolution of learn-
ing process itself, and the ability of reasoning and learning
about it.
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